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Abstract

We present a method for the computation of upper and lower bounds for
linear-functional outputs of the exact solutions to the two dimensional elas-
ticity equations. The method can be regarded as a generalization of the well
known complementary energy principle. The desired output is cast as the
supremum of a linear-quadratic convex functional over an infinite dimensional
domain. Using duality the computation of an upper bound for the output of
interest is reduced to a feasibility problem for the complementary, or dual,
problem. In order to make the problem tractable from a computational per-
spective two additional relaxations that preserve the bounding properties are
introduced. First, the domain is triangulated and a domain decomposition
strategy is used to generate a sequence of independent problems to be solved
over each triangle. The Lagrange multipliers enforcing continuity are approx-
imated using piecewise linear functions over the edges of the triangulation.
Second, the solution of the adjoint problem is approximated over the triangu-
lation using a standard Galerkin finite element approach. A lower bound for
the output of interest is computed by repeating the process for the negative of
the output. Reversing the sign of the computed upper bound for the negative
of the output yields a lower bound for the actual output. The method can be
easily generalized to three dimensions. However, a constructive proof for the
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existence of feasible solutions for the outputs of interest is only given in two
dimensions. The computed bound gaps are found to converge optimally, that
is, at the same rate as the finite element approximation. An attractive feature
of the proposed approach is that it allows for a data set to be generated that
can be used to certify and document the computed bounds. Using this data
set and a simple algorithm, the correctness of the computed bounds can be
established without recourse to the original code used to compute them. In
the present paper, only computational domains whose boundary is made up of
straight sided segments and polynomially varying loads are considered. Two
examples are given to illustrate the proposed methodology.

1 Introduction

Linear elastic analysis is one of the most common tools used in practical com-
puter aided engineering design. Many materials of practical interest can be
adequately modelled as being linear elastic and the physical considerations
underlying this assumption are usually well understood. From the theoretical
point of view, the equations of linear elasticity have been studied in depth and
a number of finite element algorithms exist that can be used to compute ap-
proximations to the solutions in an efficient and reliable manner. In particular,
a-priori error estimates can be established that guarantee the convergence of
the computed solution to the exact solution when the mesh is suitably refined.

In practice, the computed solutions of the elasticity equations are used to de-
termine approximations to quantities, or outputs, of practical interest such
as displacements, forces or stresses. Once a solution has been computed on a
given mesh, one is interested in determining the accuracy of the approximated
outputs. In order to address this question a number of a-posteriori error es-
timation methods have been proposed that attempt to quantify the error of
the computed solution in either the energy norm [1,3,9], or more relevantly,
in functional outputs of practical interest such as displacements or stresses
[12,14,16]. These a-posteriori approaches can be coupled with mesh adaptive
strategies, e.g. [13], thus producing algorithms that, in principle, can be used
to iterate from initial solution until a preset level of accuracy has been met.

Despite these numerous advances a fundamental issue still remains. Procedures
that can be used to unambiguously certify the accuracy of the computed re-
sults have been elusive. The reasons for that are essentially twofold. Firstly,
existing a-posteriori error estimation methods are considered to be quite re-
liable in practice but still involve uncertain ingredients. In some cases the
expressions that bound the error involve continuity or interpolation constants
which are non-computable and can be approximated accurately only when the
solution is well resolved [14,16]. In other situations, the bounds are uniform for
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any level of mesh refinement, but in practice are only computable by assuming
that the exact solution can be locally represented on a conservatively refined
mesh [12,13]. Alternatively, numerical integration may be required to evaluate
integrals involving analytic functions [20]. Secondly, the above solution algo-
rithms are implemented in computer codes which can easily have hundredths
of thousands of lines of code, the correctness of which is virtually impossible
to verify in practice.

In this paper we present a method to compute upper and lower bounds for
linear outputs of interest of the exact weak solutions of the linear elastic-
ity equations. The method is described in detail for two dimensions but the
extension to the three dimensional case does not seem to present major diffi-
culties. The approach presented can be interpreted as a generalization of the
well known complementary energy principle [7]. This principle, which in its
original form only yields bounds for the energy norm of the solution, has been
known for many decades. Here, an extension to linear outputs of interest is
presented.

The starting point for our bounds procedure is the finite element approxi-
mations to the displacement solution and to the output dependent adjoint
solution. These approximations are then post-processed to yield the so called
inter-element hybrid fluxes. The hybrid fluxes are then used as data for the
computation of locally equilibrated stress fields. The final expression for the
bounds is obtained by calculating appropriate norms of the stress fields. It is
shown that the computed bounds are uniformly valid regardless of the size of
the underlying coarse discretization, but as expected, their sharpness depends
on the accuracy of the approximated solutions. A mesh adaptive procedure is
also described which can be used to determine the bounds to a preset level of
accuracy. Many of the components involved in this approach were presented
in [18,19] for scalar equations. In this paper we emphasize those aspects of the
method which are particular to the elasticity equations.

An attractive feature of the proposed approach is that the piecewise polyno-
mial equilibrated stress-like fields, which are computed as part of the bound
process, can be used as certificates to guarantee the correctness of the com-
puted bounds. It turns out that given a stress field it is easy to check whether
this field corresponds to a valid certificate, and in the affirmative case it is
straightforward to determine the value of the output that it can certify. In
particular, the stress fields need to satisfy continuity of normal tractions across
elements, and membership of an appropriate space.

The idea of a certificate that is computed simultaneously with the solution
has many attractive features. In particular, a certificate consisting of the data
set necessary to describe the piecewise polynomial stress-like fields could be
used to document the computed results. We note that exercising the certificate
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does not require access to the code used to compute it and can be done with
a simple algorithm which does not require solving any system of equations. A
very important point is that, if a certificate meets all the necessary conditions,
which in turn are easy to verify, then there is no need to certify the code used
to compute it. In practice, the size of these certificates depends on the required
level of certainty. As expected, we shall find that high levels of certainty, i.e.
small bound gaps, will often require longer certificates (larger data sets) than
those required to certify less sharp claims.

2 Problem Definition

The elasticity equations on a general two dimensional polygonal domain Ω
are considered. The boundary, Γ = ∂Ω, is divided into two complementary
disjoint parts ΓD and ΓN, where essential and Neumann boundary conditions
are imposed, respectively. Furthermore, the boundary ΓD is assumed to be a
non empty set. The weak formulation of the problem consists of finding the
displacements ū ∈ U , such that

a(ū,v) = l(v) ∀v ∈ V ,

where U = {v ∈ [H1(Ω)]2, v|ΓD = g
D
} is the space of admissible displacement

fields, V = {v ∈ [H1(Ω)]2, v|ΓD = 0} is the space of test functions, and H1(Ω)
denotes the standard Sobolev space.

The linear forcing functional l : [H1(Ω)]2 → R

l(v) =
∫

Ω
f · v dΩ +

∫

ΓN

g · v dΓ,

contains both the internal forces per unit volume f ∈ [H−1(Ω)]2 and the

Neumann boundary tractions g ∈ [H− 1

2(ΓN)]2, and a : [H1(Ω)]2×[H1(Ω)]2 → R

is the symmetric positive definite bilinear form given by

a(w,v) =
∫

Ω
σ(w) : ε(v) dΩ.

Here, ε(v) is the second order deformation tensor, which is defined as the
symmetric part of the gradient tensor ∇v, that is, ε(v) = 1

2
(∇v + (∇v)T).

The stress tensor σ(v), is related to the deformation tensor through a linear
constitutive relation of the form, σ(v) = C : ε(v), where C is the fourth-
order elasticity tensor. Throughout the paper the energy norm induced by the
bilinear form a(·, ·) is denoted by ‖·‖, that is, ‖v‖2 = a(v,v).

Our goal is to compute bounds for output quantities of interest, s̄ = ℓO(ū),
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where ℓO : [H1(Ω)]2 → R is a linear continuous functional defined as

ℓO(v) =
∫

Ω
fO · v dΩ +

∫

ΓN

gO · v dΓ − a(uO,v), (1)

for given fO ∈ [H−1(Ω)]2, gO ∈ [H− 1

2(ΓN)]2 and uO ∈ [H−1(Ω)]2. Note that
this form may easily incorporate, as particular cases, displacements or trac-
tions integrated over arbitrary subdomains or boundary segments.

For any given uD ∈ U we can write ū = uD +u, where u ∈ V is the solution
of

a(u,v) = l(v) − a(uD,v) =: ℓ(v) ∀v ∈ V , (2)

and therefore the output of interest can be rewritten as

s̄ = ℓO(uD) + ℓO(u).

Working with u ∈ V rather than ū has the advantage of avoiding the no-
tational complexity introduced by the non-homogeneous Dirichlet boundary
conditions. Thus, our goal will be to compute bounds for s = ℓO(u), from
which we can easily evaluate the bounds for s̄ = ℓO(ū).

3 Output bounds

A key ingredient to our bounds procedure, is the reformulation of our output
of interest as a constrained minimization problem. We write the output of
interest s = ℓO(u) as

s = inf
v∈V

ℓO(v) + κ2(a(v,v) − ℓ(v))

s.t. a(v,ϕ) = ℓ(ϕ) ∀ϕ ∈ V ,
(3)

for all κ ∈ R. The above statement can be easily verified by noting that, from
(2), the constraint a(v,ϕ) = ℓ(ϕ), ∀ϕ ∈ V is only satisfied when v = u and
clearly a(u,u) − ℓ(u) = 0. Now, the Lagrangian associated with the above
constrained minimization problem is given by

L(v,ϕ) = ℓO(v) + κ2(a(v,v) − ℓ(v)) + ℓ(ϕ) − a(v,ϕ), (4)

and problem (3) becomes

s = inf
v∈V

sup
ϕ∈V

L(v,ϕ). (5)

A lower bound, s−, for the output, s, can be easily found using the strong
duality of convex minimization and the saddle point property of the Lagrange
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multipliers as

s = inf
v∈V

sup
ϕ∈V

L(v,ϕ) = sup
ϕ∈V

inf
v∈V

L(v,ϕ) ≥ inf
v∈V

L(v, ϕ̃) ≡ s− ∀ϕ̃ ∈ V , (6)

where in order to obtain sharp bounds, it is important to use a good ap-
proximation ϕ̃ of the Lagrange multiplier. Thus, we see from (6), that the
problem of computing a lower bound for the output of interest is cast as an
unconstrained minimization problem.

The optimal value of the Lagrange multiplier is obtained by solving the saddle
problem (5) and is given by ϕ∗ = κ2u+ψ where ψ ∈ V is the solution of the
problem,

a(v,ψ) = ℓO(v) ∀v ∈ V , (7)

called dual or adjoint problem with respect to the selected output ℓO(·). Note
that due to the symmetry of a(·, ·), the only difference between the primal
problem (2) for u, and the dual problem (7) for ψ, is only in the forcing data
(fO instead of f , gO instead of g and uO instead of uD).

The solutions of the primal and dual problems are approximated by uh and
ψh respectively, which lie in a finite element interpolation space V

h ⊂ V ,
associated with a finite element mesh of characteristic size h and verify

a(uh,v) = ℓ(v) v ∈ V
h,

and

a(v,ψh) = ℓO(v) v ∈ V
h.

An approximation to the Lagrange multiplier ϕ̃, is now obtained by setting
ϕ̃ = κ2uh + ψh. We note however that different options are also possible (
see for instance [6,15]). With our choice for ϕ̃ the optimization over v in (6),
leads to

s− =
1

4
‖κuh +

1

κ
ψh‖

2 −
1

4
‖κu−

1

κ
ψ‖2. (8)

Remark 1 In the particular case when ℓO(·) = ℓ(·), then s = ℓO(u) = ‖u‖2

and also u = ψ and uh = ψh. In this case, the lower bound we obtain for
κ = 1, is s− = ‖uh‖

2, which implies

‖uh‖
2 ≤ ‖u‖2.

This is the classical lower bound property of the energy norm of the finite
element solution with respect to the exact solution norm.

An analogous expression for an upper bound, s+, of s, is obtained by replacing
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ℓO(v) by −ℓO(v) in the original optimization problem (3) to obtain,

−s = inf
v∈V

−ℓO(v) + κ2(a(v,v) − ℓ(v))

s.t. a(v,ϕ) = ℓ(ϕ) ∀ϕ ∈ V .

The optimal multiplier in this case is approximated by ϕ̃ = κ2uh − ψh, and
the optimization process yields

−s+ =
1

4
‖κuh −

1

κ
ψh‖

2 −
1

4
‖κu+

1

κ
ψ‖2

which is equivalent to

s+ =
1

4
‖κu+

1

κ
ψ‖2 −

1

4
‖κuh −

1

κ
ψh‖

2.

Remark 2 (Bounds for the output of the error) If the particular lift of
ū is its finite element approximation, that is uD = ūh, then u is the error
in the finite element approximation, u = ū − ūh = e, and uh = 0. In this
case, the previous methodology would lead after some algebra to bounds for
s = ℓO(e)

s− = −
1

4
‖κe−

1

κ
ǫ‖2,

s+ =
1

4
‖κe+

1

κ
ǫ‖2

where ǫ = ψ−ψh is the error in the finite element approximation of the dual
problem.

Writing together the expressions for the upper and lower bounds we have,

1

4
‖κuh +

1

κ
ψh‖

2 −
1

4
‖κu−

1

κ
ψ‖2 ≤ s ≤

1

4
‖κu+

1

κ
ψ‖2 −

1

4
‖κuh −

1

κ
ψh‖

2.

It is clear that these expressions are non-computable, since they depend on the
exact solution of both the primal and dual problems. However, they illustrate
our basic approach to obtaining bounds for outputs of interest: if we can
compute upper bounds ‖κu± (1/κ)ψ‖2

UB
for ‖κu± (1/κ)ψ‖2, then, we can

write computable expressions for the output bounds as

1

4
‖κuh +

1

κ
ψh‖

2 −
1

4
‖κu−

1

κ
ψ‖2

UB
≤ s ≤

1

4
‖κu+

1

κ
ψ‖2

UB
−

1

4
‖κuh −

1

κ
ψh‖

2.

(9)

In the next section, we present an approach for computing upper bounds
for the energy norm of the solution of the elasticity equations. This result
is then generalized in Section 5 to compute the upper bounds for the linear
combination of the primal and dual functions, κu± (1/κ)ψ.
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4 Upper bounds for the energy norm

Consider the generalized elasticity problem with Neumann and homogeneous
Dirichlet boundary conditions written in weak form as: find z ∈ V such that

a(z,v) = ℓ∗(v) ∀v ∈ V, (10)

where

ℓ∗(v) =
∫

Ω
f ∗ · v dΩ +

∫

ΓN

g∗ · v dΓ − a(u∗,v).

It is clear that any linear combination of the primal and dual solutions, αu+
βψ, α, β ∈ R, is the solution of problem (10) with f∗ = αf + βfO, g∗ =
αg + βgO and u∗ = αuD + βuO. In particular, the choice α = κ, β = ±1/κ
will be used later to obtain the required upper bounds for ‖κu± (1/κ)ψ‖2.

In this section we consider the problem of computing an upper bound for
‖z‖2. We recall that ‖z‖2 can be obtained as the solution of the optimization
procedure

‖z‖2 = sup
v∈V

2 ℓ∗(v) − a(v,v). (11)

The above problem is to be considered over an infinite dimensional space of
functions which are defined over the whole domain Ω. In order to come up
with a computable expression for an upper bound of ‖z‖2, two relaxations
are introduced. First, a domain decomposition strategy is used to transform
the maximization problem over functions in Ω, into a number of independent
problems which are defined over sub-domains (triangles in our case). Second,
duality is exploited to transform each of the convex maximization problems
into a feasibility problem for the dual functional which is shown to yield an
upper bound for the optimal solution.

4.1 Domain decomposition

We consider a triangulation of the computational domain Ω into nel triangles
and denote by Ωk a generic triangle, k = 1, . . . , nel. Let Γh be the set of all the

edges in the mesh, and Λ =
nel∏

k=1
[H− 1

2(∂Ωk)]
2 the space of integrable tractions

in Γh. The set of all the interior edges of the mesh is denoted by ΓI, that is
Γh = Γ ∪ ΓI. For each edge γ ∈ Γh a unit normal direction, nγ, is assigned
such that, if γ is an exterior edge, nγ coincides with the outward unit normal
to Γ. Similarly, given an element Ωk and an edge of this element γ ∈ ∂Ωk, the
outward normal to the element associated to γ is denoted by nγ

k . Then, τk is
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defined as τk|γ = n
γ
k · n

γ, that is:

τk|γ = n
γ
k · n

γ =






1 if nγ
k = nγ

−1 if nγ
k = −nγ .

Note that if γ = ∂Ωk ∩ ∂Ωl, then τk|γ + τl|γ = 0.

The broken space V̂ is introduced by relaxing in V both the Dirichlet homo-
geneous boundary conditions and the continuity of the functions across the
edges of Γh, that is,

V̂ = {v̂ ∈ [L2 (Ω)]2 , v̂|Ωk
∈ [H1(Ωk)]

2, ∀Ωk ∈ Ω}.

Given a function in the broken space v̂ ∈ V̂ , the jump of v̂ across the mesh
edges is defined as

[v̂]|γ =






v̂|Ωk
τk|γ + v̂|Ωl

τl|γ , if γ = ∂Ωk ∩ ∂Ωl ∈ ΓI

v̂, if γ ∈ Γ,

where the definition of the jump depends on the arbitrary choice of the edge
normals. Note that if v̂ is a continuous function verifying the Dirichlet homo-
geneous boundary conditions, v̂ ∈ V , then [v̂] = 0 in ΓI ∪ ΓD.

Then, given a broken function v̂ ∈ V̂ , the continuity at inter-elemental edges
and Dirichlet homogeneous boundary conditions in ΓD can be enforced weakly
through the bilinear form b : V̂ × Λ → R

b(v̂,λ) =
∑

γ∈ΓI∪ΓD

∫

γ
λ · [v̂] dΓ =

nel∑

k=1

∫

∂Ωk\ΓN

τkλ · v̂|Ωk
dΓ,

by imposing b(v̂,λ) = 0 for all λ ∈ Λ. Therefore, the space of test functions
V can be recovered as

V = {v̂ ∈ V̂ , b(v̂,λ) = 0, ∀λ ∈ Λ}.

Let’s denote by Vk the restriction of the broken space V̂ to the element Ωk,
that is, Vk = V̂

∣∣∣
Ωk

= [H1(Ωk)]
2. Formally, any function vk ∈ Vk is not

defined in the whole domain Ω but only in the element Ωk. In the following, any
function vk ∈ Vk is naturally extended to Ω by setting the values outside Ωk to
zero. Then, a function v̂ ∈ V̂ can be decomposed as the sum of its restrictions

to each element vk = v̂|Ωk
∈ Vk, that is, v̂ =

nel∑

k=1
vk, and V̂ =

nel⊕

k=1
Vk.
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We can now rewrite the maximization problem of equation (11) as a con-
strained saddle problem defined over functions in V̂ and Lagrange multipliers
in λ as,

‖z‖2 = sup
v̂∈V̂

inf
λ∈Λ

J(v̂,λ),

where J(v̂,λ) is the quadratic-linear Lagrangian which can be expressed using
the local restrictions vk of v̂ as

J(v̂,λ) =
nel∑

k=1

Jk(vk,λ),

where
Jk(vk,λ) = 2 ℓ∗k(vk) − ak(vk,vk) + 2 bk(vk,λ). (12)

Here, the subscript k denotes the restriction of the linear and bilinear forms
to the element Ωk, that is,

ak(w,v) =
∫

Ωk

σ(w) : ε(v) dΩ,

ℓ∗k(v) =
∫

Ωk

f ∗ · v dΩ +
∫

ΓN∩∂Ωk

g∗ · v dΓ − ak(u
∗,v),

and
bk(v,λ) =

∫

∂Ωk\ΓN

τkλ · v|Ωk
dΓ.

Then, using standard duality arguments an upper bound for ‖z‖2 is obtained
as

‖z‖2 = sup
v̂∈V̂

inf
λ∈Λ

J(v̂,λ) = inf
λ∈Λ

sup
v̂∈V̂

J(v̂,λ) ≤ sup
v̂∈V̂

J(v̂, λ̃) ∀λ̃ ∈ Λ. (13)

Clearly, the Lagrange multiplier λ̃ has to be properly chosen in order to ensure
that the resulting maximization is bounded from above and that the resulting
optimum is accurate. The importance of the weak imposition of the continuity
requirement and the approximation of the Lagrange multiplier, is that once
the Lagrange multiplier is fixed, the lagrangian J(v̂, λ̃) decomposes into local
elementary contributions, and the maximization in (13) decomposes into local
maximization problems in the elements of the mesh.

In order to simplify the notation, we will rewrite Jk(·, λ̃) in a simpler way. We
note that given a Lagrange multiplier λ̃ ∈ Γh, the values of λ̃ in ΓN do not
contribute to Jk(·, λ̃). Therefore we can define

λ̃
∣∣∣
ΓN

= g∗, (14)

so that,
∫

ΓN∩∂Ωk

g∗ · vk dΓ +
∫

∂Ωk\ΓN

τkλ̃ · vk dΓ =
∫

∂Ωk

τkλ̃ · vk dΓ,
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and therefore,

Jk(vk, λ̃) = 2
∫

Ωk

f ∗ ·vk dΩ+2
∫

∂Ωk

τkλ̃·vk dΓ−2ak(u
∗,vk)−ak(vk,vk). (15)

Thus the global maximization of equation (13) can be decomposed as,

sup
v̂∈V̂

J(v̂, λ̃) =
nel∑

k=1

sup
vk∈Vk

Jk(vk, λ̃), (16)

allowing to obtain an upper bound for ‖z‖2, maximizing the the local func-
tionals Jk(·, λ̃) in each element of the mesh independently.

This local maximization problems, although local, can not be solved exactly
because Vk is an infinite dimensional space. Moreover, if we replace Vk with
a finite dimensional subspace, the upper bound property is lost.

4.2 Complementary energy relaxation

We consider now the problem of finding computable upper bounds for the
local maximization problems (16), that is, find νk ∈ R such that,

sup
vk∈Vk

Jk(vk, λ̃) ≤ νk, (17)

so that a global upper bound for ‖z‖2 will be recovered as

‖z‖2 ≤
nel∑

k=1

sup
vk∈Vk

Jk(vk, λ̃) ≤
nel∑

k=1

νk.

The upper bounds νk are computed using a standard duality argument which
transforms the problem of finding the maximum over the infinite dimensional
space Vk to a problem of finding a feasible solution in an appropriate finite
dimensional space.

Let Sk denote the space of componentwise square-integrable stress fields in
Ωk, that is, Sk contains all the second-order tensors with σij ∈ L2 (Ωk) , ∀i, j.
Then, S

eq
k denotes the subset of Sk which contains all the equilibrated stress

fields with respect to f ∗, λ̃ and u∗, that is, σk ∈ S
eq
k verifies

∫

Ωk

σk : ε(vk) dΩ =
∫

Ωk

f∗ · vk dΩ +
∫

∂Ωk

τkλ̃ · vk dΓ − ak(u
∗,vk) ∀vk ∈ Vk.

(18)
The stress fields in S

eq
k are usually referred to as being statically admissible.

In addition, we define the complementary energy of a stress field σk ∈ Sk, as
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the value given by the the functional Jc
k : Sk −→ R,

Jc
k(σk) =

∫

Ωk

σk : C
−1 : σk dΩ.

Lemma 1 If λ̃ is such that Jk(vk, λ̃) is bounded from above for all vk ∈ Vk,
then the following duality relation holds,

sup
vk∈Vk

Jk(vk, λ̃) = inf
σk∈S

eq

k

Jc
k(σk).

PROOF. Let σk ∈ S
eq
k and vk ∈ Vk, then

0 ≤
∫

Ωk

(σk − σ(vk)) : C
−1 : (σk − σ(vk)) dΩ

=
∫

Ωk

σk : C
−1 : σk dΩ +

∫

Ωk

σ(vk) : ε(vk) dΩ − 2
∫

Ωk

σk : ε(vk) dΩ

= Jc
k(σk) + ak(vk,vk) − 2

∫

Ωk

σk : ε(vk) dΩ.

Now, since σk ∈ S
eq
k equation (18) holds true and

2
∫

Ωk

σk : ε(vk) dΩ − ak(vk,vk) = Jk(vk, λ̃),

leading to
0 ≤ Jc

k(σk) − Jk(vk, λ̃),

which implies Jk(vk, λ̃) ≤ Jc
k(σk).

Now, let v̄k be the point at which Jk(vk, λ̃) is maximum, that is,

‖v̄k‖
2
k = sup

vk∈Vk

Jk(vk, λ̃)

where ‖vk‖
2
k = ak(vk,vk). Moreover, the gradient condition for v̄k leads to

ak(v̄k,vk) =
∫

Ωk

f∗ · vk dΩ +
∫

∂Ωk

τkλ̃ · vk dΓ − ak(u
∗,vk) ∀vk ∈ Vk,

from where it follows that σ̄k = σ(v̄k) ∈ S
eq
k .

Thus, ∀σk ∈ S
eq
k , ∀vk ∈ Vk

Jk(vk, λ̃) ≤ Jk(v̄k, λ̃) = ‖v̄k‖
2
k = Jc

k(σ̄k) ≤ Jc
k(σk),

and the lemma is proved. 2

Lemma 1 provides the key to the obtention of the local upper bounds νk. It is
sufficient to compute a statically admissible stress field in σ∗

k ∈ S
eq
k , and then

evaluate its complementary energy,

12



sup
vk∈Vk

Jk(vk, λ̃) = inf
σk∈S

eq

k

Jc
k(σk) ≤ Jc

k(σ
∗
k) = νk. (19)

The remainder of the section is devoted to show that one can chose the stat-
ically admissible stress field to be piecewise polynomial provided that the
forcing data f ∗, g∗ and the displacement fields u∗ are piecewise polynomial
functions.

4.3 Upper Bound Computation

In order to construct the statically admissible stress field required in equation
(19), it is first necessary to evaluate the Lagrange multiplier λ̃ satisfying the
necessary constraints. We will then construct the stress fields σ∗

k inside the
elements.

4.3.1 Lagrange multiplier approximation

In order to obtain a sharp upper bound, the choice of the Lagrange multiplier
is critical. In particular, the maximization in equation (17) must be bounded
from above.

From equation (15), we note that the Lagrange multiplier λ̃ is precisely the
Neumann boundary condition for the local problems. That is, the traction
distribution applied on the boundary of each element. When integrated over
each element these tractions must therefore be equilibrated so that the local
problems are solvable. This is equivalent to saying that,

ℓ∗k(v) + bk(v, λ̃) = 0 ∀v ∈ P sm, (20)

where P sm, is the space of solid motions which includes any combination
of translations and rotation; see equation (12). Moreover, since the optimal
traction distribution is given by the tractions of the exact solution z over the
edges of the elements, the Lagrange multipliers have to be both equilibrated
and a good approximation to the tractions of the exact solution.

There are several known choices for the Lagrange multipliers which are ap-
proximations to the continuous tractions of the exact solution z at the inter-
element boundaries. Here we follow the strategy proposed by Ladeveze et al.
[9].

The approximated Lagrange multiplier is denoted by λh and it is a linear

13



function in each edge of the mesh verifying

b(v̂,λh) = a(zh, v̂) − ℓ∗(v̂) ∀v̂ ∈ V̂
h, (21)

where zh is the standard Galerkin finite element approximation of z. We note
that for any continuous v̂, b(v̂,λh) = 0, and therefore a(zh, v̂) − ℓ∗(v̂) = 0
thus highlighting that zh is indeed the finite element approximation to z.

The above equations do not determine the Lagrange multiplier λh on ΓN.
Therefore, λh is extended into ΓN using equation (14).

Lemma 2 If λh verifies the equilibration conditions given in equation (21),
then the local problems

sup
vk∈Vk

Jk(vk,λh),

are bounded from above.

PROOF. The null space of the bilinear form ak(·, ·) is the three dimensional
space of the rigid solid motions in the element Ωk (translations and rotations),
that is, wk is a rigid solid body motion if and only if a(vk,wk) = 0, ∀vk ∈ Vk.
Then, Jk(wk,λh) must vanish for any rigid motion wk, otherwise, given a
rigid solid motion wk, for any α ∈ R, αwk ∈ Vk,

Jk(αwk,λh) = 2α (ℓ∗k(wk) + bk(wk, λ̃)) = α Jk(wk,λh),

and this will lead to an unbounded maximization problem. Let’s verify that
Jk(wk,λh) = 0 for any wk in the null space of ak(·, ·).

Since the Lagrange multiplier λh is equilibrated, equation (21) is satisfied;
thus, for any rigid solid motion wk in the element Ωk,

bk(wk,λh) = ak(zh,wk) − ℓ∗k(wk) = −ℓ∗k(wk),

since wk ∈ V̂h. Therefore,

Jk(wk,λh) = 2 ℓ∗k(wk) + 2 bk(wk,λh) − ak(wk,wk) = 0. 2

4.3.2 Construction of an equilibrated stress field σk ∈ S
eq
k

Once the Lagrange multipliers λh have been determined, an equilibrated stress
field σk ∈ S

eq
k has to be evaluated in order to obtain an upper bound for ‖z‖2.

The existence of a piecewise polynomial stress field is established in the fol-
lowing theorem.

14



Theorem 1 Let Pr(Ωk) denote the space of polynomial functions of degree r
in Ωk. Similarly, let Rp(∂Ωk) denote the space of polynomial functions of degree
p in each edge of Ωk. Then, for any given forcing function f ∗|Ωk

∈ [Pr(Ωk)]
2

and any equilibrated Lagrange multiplier λh|∂Ωk
∈ [Rp(∂Ωk)]

2, that is

∫

Ωk

f∗ · v dΩ +
∫

∂Ωk

τkλh · v dΓ = 0 ∀v ∈ P sm, (22)

there exists at least one dual solution σk ∈ Sk = {σ, σij ∈ L2 (Ωk) , ∀i, j},
verifying

∫

Ωk

σk : ε(vk) dΩ =
∫

Ωk

f ∗ · vk dΩ +
∫

∂Ωk

τkλh · vk dΓ ∀vk ∈ Vk, (23)

which is piecewise polynomial of degree q in each component, with q ≥ p and
q > r, and therefore, σk − σ(u∗) ∈ S

eq
k is a piecewise polynomial stress field

provided that u∗ has a piecewise polynomial representation.

A constructive proof of this theorem is given in the appendix.

Remark 3 For a linear equilibrated stress field (useful for linear applied trac-
tions and constant force term), the local equilibrated stress fields are uniquely
determined. Otherwise, q > 1, there are extra degrees of freedom associated
both to the internal boundaries and to the space of divergence free and trace
free stress fields. This degrees of freedom are used to sharpen the bounds, that
is, to minimize the value of Jc

k(σk).

The computation of the upper bound is summarized in the box shown in figure
1.

0.- Start with a piecewise polynomial representation of u∗ and determine
ℓ∗(v).

1.- Compute zh ∈ V
h s.t. a(zh,v) = ℓ∗(v) ∀v ∈ V

h.
2.- Compute λh s.t. b(v̂,λh) = a(zh, v̂) − ℓ∗(v̂) ∀v̂ ∈ V̂h,

and impose λh|ΓN = g∗.
3.- For each element compute σk ∈ Sk s.t.

∫

Ωk

σk : ε(vk) dΩ =
∫

Ωk

f∗ · vk dΩ +
∫

∂Ωk

τkλh · vk dΓ ∀vk ∈ Vk,

and compute νk =
∫

Ωk

(σk − σ(u∗)) : C
−1 : (σk − σ(u∗)) dΩ.

4.- Compute the upper bound for ‖z‖2 as ‖z‖2 ≤
nel∑

k=1
νk.

Fig. 1. Upper bounds for the squared energy norm of the error

15



5 Bounds for the output of interest s

We note that z± = κu ± (1/κ) ψ ∈ V is the solution of the boundary value
problem,

a(z±,v) = κℓ(v) ±
1

κ
ℓO(v) ∀v ∈ V , (24)

which is a particular case of (10) with ℓ∗(v) = κℓ(v) ± (1/κ) ℓO(v).

Therefore, the approach described in the previous section can be used to com-
pute upper bounds for the energy norm of z± = κu± (1/κ) ψ ∈ V . These can
then be used in expression (9) to yield computable expressions for the upper
and lower bounds for s.

First, we compute approximations uh,ψh ∈ V by solving,

a(uh,v) = ℓ(v) ∀v ∈ V
h,

a(v,ψh) = ℓO(v) ∀v ∈ V
h,

respectively, and set z±h = κuh ± (1/κ) ψh. Here, we assume that uD and uO

are piecewise polynomial over the elements of the working triangulation.

Second, using the strategy described in [9], compute Lagrange multipliers by
equilibrating the primal and dual problems, namely, find λuh and λψh , such
that,

b(v̂,λuh ) = a(uh, v̂) − ℓ(v̂) ∀v̂ ∈ V̂h,

b(v̂,λψh ) = a(v̂,ψh) − ℓO(v̂) ∀v̂ ∈ V̂h.

Extend λuh and λψh at the Neumann boundaries according to λuh |ΓN = g and

λ
ψ
h

∣∣∣
ΓN

= gO, respectively. Finally, set λ±
h = κλuh ± (1/κ)λψh .

Third, for each element in the mesh, we determine an equilibrated stress field
σ±

k verifying the equivalent of equation (23). That is, we compute σuk and σψk
such that

∫

Ωk

σuk : ε(v) dΩ =
∫

Ωk

f · v dΩ +
∫

∂Ωk

τkλ
u
h · v dΓ ∀v ∈ Vk,

∫

Ωk

σ
ψ
k : ε(v) dΩ =

∫

Ωk

fO · v dΩ +
∫

∂Ωk

τkλ
ψ
h · v dΓ ∀v ∈ Vk,

and set σ±
k = κ(σuk − σD

k ) ± (1/κ)(σψk − σO
k ), where σD

k = σ(uD)
∣∣∣
Ωk

and

σO
k = σ(uO)

∣∣∣
Ωk

.
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Finally, the upper bound is found as

‖z±‖2 ≤
nel∑

k=1

Jc
k(σ

±
k ) = κ2νu +

1

κ2
νψ ± 2νuψ ≡ ‖z±‖

2

UB, (25)

where

νu =
nel∑

k=1

Jc
k(σ

u
k − σD

k ),

νψ =
nel∑

k=1

Jc
k(σ

ψ
k − σO

k ),

νuψ =
nel∑

k=1

∫

Ωk

(σuk − σ(uD)) : C
−1 : (σψk − σ(uO)) dΩ.

Introducing expression (25) into (9) leads, after some algebra, to the following
expressions for the upper and lower bounds of s,

s+ =
1

2
sh +

1

2
νuψ +

κ2

4
(νu − ‖uh‖

2) +
1

4κ2
(νψ − ‖ψh‖

2),

s− =
1

2
sh +

1

2
νuψ −

κ2

4
(νu− ‖uh‖

2) −
1

4κ2
(νψ − ‖ψh‖

2),

where sh = ℓO(uh).

Following [11,12], the bounds are optimized with respect to the arbitrary pa-

rameter κ. The optimal value is given by κ̄2 = (
√

νψ − ‖ψh‖
2)/(

√
νu− ‖uh‖2).

The resulting procedure to determine the bounds for s is summarized in the
box of figure 2.

6 Adaptive mesh refinement

Once upper and lower bounds for the output quantity s are computed, one
can compute the bound average

s =
1

2
(s+ + s−) =

1

2
(sh + νuψ) = sh +

1

2
νeǫ,

where νeǫ =
nel∑

k=1

∫

Ωk

(σuk −σ(uD)−σ(uh)) : C
−1 : (σψk −σ(uO)−σ(ψh)) dΩ,

and the bound gap

∆ = s+ − s− =
√

νu − ‖uh‖2
√

νψ − ‖ψh‖
2.
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0.- Start from piecewise polynomial representations of uD and uO.
1.- Compute uh ∈ V

h and ψh ∈ V
h such that,

a(uh,v) = ℓ(v) ∀v ∈ V
h

a(v,ψh) = ℓO(v) ∀v ∈ V
h.

2.- Compute λuh and λψh such that,

b(v̂,λuh) = a(uh, v̂) − ℓ(v̂) ∀v̂ ∈ V̂
h
,

b(v̂,λψh ) = a(v̂,ψh) − ℓO(v̂) ∀v̂ ∈ V̂
h
,

and impose λuh |ΓN = g and λψh
∣∣∣
ΓN

= gO.
3.- For each element find σuk ,σψk ∈ Sk verifying

∫

Ωk

σuk : ε(v) dΩ =
∫

Ωk

f · v dΩ +
∫

∂Ωk

τkλ
u
h · v dΓ ∀v ∈ Vk,

∫

Ωk

σ
ψ
k : ε(v) dΩ =

∫

Ωk

fO · v dΩ +
∫

∂Ωk

τkλ
ψ
h · v dΓ ∀v ∈ Vk,

and compute

νuk =
∫

Ωk

(σuk − σ(uD)) : C
−1 : (σuk − σ(uD)) dΩ,

νψk =
∫

Ωk

(σψk − σ(uO)) : C
−1 : (σψk − σ(uO)) dΩ,

νuψk =
∫

Ωk

(σuk − σ(uD)) : C
−1 : (σψk − σ(uO)) dΩ.

4.- Compute the global quantities:

νu =
nel∑

k=1

νuk , νψ =
nel∑

k=1

νψk , νuψ =
nel∑

k=1

νuψk .

5.- Compute the bounds s− and s+ for s as

s− =
1

2
sh +

1

2
νuψ −

1

2

√
νu − ‖uh‖2

√
νψ − ‖ψh‖

2,

s+ =
1

2
sh +

1

2
νuψ +

1

2

√
νu− ‖uh‖2

√
νψ − ‖ψh‖

2,

where sh = ℓO(uh).

Fig. 2. Bounds for the output of interest s

The bound average s is a new estimate of the output s, where its error with
respect to s can be easily bounded since

|s − s| ≤
1

2
∆.
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If this error meets the desired requirements of accuracy the computation is
concluded. On the other hand, if the level of precision does not meet the
requirements a mesh adaptive procedure can be easily devised [13].

The bound gap can be written as,

∆ =
nel∑

k=1

κ̄2

2
(νuk − ‖uh‖

2
k) +

1

2κ̄2
(νψk − ‖ψh‖

2
k) =

nel∑

k=1

∆k,

where κ̄ is the optimal value of the parameter κ which optimizes the bounds.
The above expression identifies the elemental contributions ∆k. These contri-
butions can be shown to be always positive (since the complementary energy
of an equilibrated stress field and the energy of an arbitrary displacement field,
are upper and lower bounds to the energy of the exact solution, respectively)
and can therefore be used as a local refinement indicator.

Then, given a target bound gap ∆tol, at each level of refinement, the elements
with ∆k ≥ (∆tol/nel) are refined. This strategy leads to a robust and reliable
procedure to achieve the desired accuracy. The refined meshes are obtained
using the mesh generator presented in [17].

7 Numerical Examples

The presented method is illustrated with two numerical examples: a linearly
forced square which has a regular solution for which an analytical expression
exists, and a square plate with two interior rectangular cut-outs, the solution
of which, has corner singularitites. The outputs of interest are in both cases
displacements and reaction forces integrated over parts of the boundary. Linear
finite elements approximations have been used for the adjoint and the hybrid
fluxes have also been interpolated linearly over each edge. The equilibrated
stress fields in the dual problem are also taken to be linearly varying in space.

The coarse mesh problems are solved using triangular linear finite elements,
and the local equilibrated stress fields are taken to be piecewise linear in each
triangle of the mesh. Four estimates of s are considered: the upper and lower
bounds (s+ and s−, respectively), their average, s = (s+ + s−)/2, and also the
output given by the finite element approximation, denoted by sh = ℓO(uh).

In the first example the analytical solution of the problem is known and the
quality of the different estimates is measured with the following effectivity
indices ρ± = (s±/s)− 1, ρ = (s/s)− 1, and ρh = (sh/s)− 1. Another measure
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of the accuracy of the bounds is given by the relative half bound gap,

ρ
G

=
1

2

s+ − s−

|s|
≥ 0.

Since s+ and s− are upper and lower bounds of s, the index ρ
G

is an upper
bound of the relative error between the approximation s and the exact output
s, that is,

|s − s|

|s|
≤ ρ

G
.

In the second example, where the analytical solution is not known, the bound
accuracy is measured in terms of the relative half bound gap, ρ

G
, which is

re-defined as,

ρ
G

=
1

2

s+ − s−

|s|
,

where the exact output is replaced by the average estimate.

7.1 Linearly forced square

The plane stress elasticity equations are considered in the unity square [0, 1]2.
On the left edge of the square, x1 = 0, Dirichlet homogeneous boundary
conditions are imposed in the x2 direction, and in the left-lower corner, (0, 0),
both the x1 and x2 displacements are prescribed to zero. Also, a linear normal
traction, g = (x2, 0)T , is applied at the right edge, x1 = 1.

The analytical solution of the problem u = (u1, u2), is given by

u1(x1, x2) =
1

E
x1x2, u2(x1, x2) = −

1

2E
(νx2

2 + x2
1),

where E and ν are the Young’s modulus and the Poisson’s ratio.

The output considered is the weighted average normal displacement at the
right edge,

s =
∫ 1

0
x2 u1(1, x2) dx2 =

1

3E
.

It turns out that for this particular forcing and output, the primal and adjoint
problems are the same. For this case, called compliance, the output is propor-
tional to the energy norm of the solution and the finite element approximation
directly provides a lower bound. The numerical results demonstrate that our
method, while more expensive, leads to the same lower bound, doing no worse
than the inherent bound of the finite element approximation.

Four uniform triangular meshes have been considered, the initial one with 18
elements (h = 1/3). The other meshes are obtained by uniformly subdividing
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Table 1
Bounds and effectivity indices in a series of uniformly refined meshes

h sh s− s+ s ρ− ρ+ ρ ρ
G

1/3 .3124 .3124 .5621 .4372 -.062740 .686210 .311720 .3745

1/6 .3264 .3264 .4370 .3817 -.020710 .310880 .145070 .1658

1/12 .3314 .3314 .3653 .3484 -.005710 .095990 .045140 .0508

1/24 .3328 .3328 .3419 .3374 -.001480 .025640 .012080 .0136

1/48 .3332 .3332 .3355 .3344 -.000370 .006530 .003080 .0034

each element of the previous mesh into 4 new elements. The results for E = 1
and ν = 0.3 are summarized in the table 1.
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Fig. 3. Computed bounds for a a uniform h-refinement process (left) and its con-
vergence (right)

Figure 3 displays the results graphically and also illustrates the convergence
rate of the bounds. The results for both the upper and lower bounds, average,
and relative half bound gap, ρ

G
, asymptotically approach the finite element

convergence rate of O(h2).

7.2 Square plate

A square thin plate with two rectangular holes is considered. Normal tractions
are applied on the left and right sides of the plate [13]. Since the problem is
symmetric, only one fourth of the plate is considered, as shown in figure 4.

Two outputs of interest are considered: the average normal displacement over
the boundary Γ0, and the integrated normal component of the traction in Γ1,
that is,

ℓO0 (v) =
∫

Γ0

v · n dΓ, ℓO1 (v) =
∫

Γ1

n · σ(v) · n dΓ. (26)
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Fig. 4. Example 2: Model problem (left) and initial mesh (right)

Remark 4 The first output is already in the form of equation (1) with gO =
n|Γ0

and gO = 0 elsewhere. The second output, on the other hand, does not
have the same form. In order to transform this output into the form (1) con-
sidered here, we introduce a continuous function χ such that χ|Γ1

= 1 and is
equal to zero at all the other vertical boundaries. Then, if n1 = n|Γ1

, we have

s = ℓO1 (u) =
∫

Γ1

n · σ(u) · n dΓ = a(u, χn1) =: ℓ̃O1 (u),

and instead of working with the functional ℓO1 (·), we work with ℓ̃O1 (·). This is
much easier since this corresponds to uO = −χn1 in equation (1).

Figure 5 and table 2 show the bounds obtained in this example. A nested
sequence of meshes is considered. The initial mesh (hini) is shown in figure
4, and the refined meshes are obtained, as in the first example, dividing each

element into 4 new ones. The function χ required in ℓ̃O1 (·), is defined on the
initial mesh by setting all the nodal values equal to zero except for those nodes
on Γ1 which are given a value of unity.

Unlike the first example, the outputs in (26) are general and the finite element
approximation can no longer be guaranteed to provide a lower bound. This
example shows that the bounds behave well even for problems with singulari-
ties. However, it is also observed that the convergence rate for the bounds, the
finite element approximation sh and the bound average, is no longer O(h2),
although it is still faster than linear.

For the reaction output, ℓO1 (u), an adaptive procedure has been employed
starting with the mesh shown in figure (4) where the bound gap ∆ini is 0.1075,
and two target bound gaps have been considered ∆tol = 1

2
∆ini and ∆tol =

1
10

∆ini.

In order to achieve ∆tol = 1
2
∆ini four new meshes are generated, where the

bound gap for the last mesh is ∆f = 0.0471. The resulting sequence of meshes
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Fig. 5. Bounds convergence for a uniform h-refinement (up) and for the displacement
output ℓO0 (u) (left) and for the reaction output ℓO1 (u) (right)

displacement average reaction average

h sh s− s+ s ρ
G

sh s− s+ s ρ
G

hini .4060 .3794 .5297 .4546 .1654 -.3199 -.3696 -.2621 -.3158 .1702

1/2hini .4163 .4061 .4706 .4384 .0736 -.3203 -.3438 -.2982 -.3210 .0710

1/4hini .4207 .4172 .4423 .4298 .0292 -.3211 -.3318 -.3133 -.3225 .0286

1/8hini .4224 .4213 .4309 .4261 .0113 -.3217 -.3265 -.3189 -.3227 .0118

Table 2
Example 2: bounds and relative bound gap in a series of uniformly refined h-meshes
both for ℓO0 (u) and ℓO1 (u)

can be seen in figure (6), where the local elementary contributions to the global
bound gap are plotted in each element of the mesh. As can be seen not only
the zone where the output is measured (Γ1) is refined, but also the corners
where the solution is singular.

The values of the bounds for the adaptive procedure with the desired final gap
∆tol = 1

10
∆ini are shown in table 3.
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Fig. 6. Example 2: sequence of adapted meshes for the output ℓO1 (u) with desired
final gap ∆tol = 1

2∆ini with nel = 108, 165, 280, 405 and 538

nel ∆ sl su

108 .10749 -.36957 -.26208

222 .18215 -.38940 -.20725

433 .12171 -.36880 -.24709

811 .07199 -.35089 -.27891

1387 .03755 -.33750 -.29995

1966 .02428 -.33392 -.30964

2532 .01574 -.32922 -.31348

3069 .01172 -.32826 -.31654

3564 .00834 -.32627 -.31793

Table 3
Example 2: bounds in a series of adaptively h-refined meshes both for ℓO1 (u) with
desired final gap ∆tol = 1

10∆ini
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Appendix

A Proof of Theorem 1

In this appendix we present a constructive proof of Theorem 1 which shows
the existence of piecewise polynomial equilibrated stress fields. Towards this
end some preliminary notation and results are required (see [4] for details).

Lemma 1 Given a triangle T, consider the following interpolation spaces

SP q(T) = {stress fields with σxx, σxy, σyy ∈ Pq(T)},

Rc
q(∂T) = {g ∈ [Rq(∂T )]2, s.t. ∃σ ∈ SP q(T),σ · n = g on ∂T},

Φq(T) = {ςq ∈ SP q(T),∇ · ςq = 0, ςq · n|∂T = 0},

P q, sm = P sm ∩ [Pq(T)]2,

and P⊥
q, sm be the orthogonal complement of P q, sm with respect to the standard

scalar product in [Pq(T)]2, that is, every p ∈ [Pq(T)]2 can be written uniquely
as p = psm + p⊥, with psm ∈ P q, sm and p⊥ ∈ P⊥

q, sm.

Then, for q ≥ 1, and for any σ ∈ SP q(T) the following relations imply σ = 0:

∫

∂T
(σ · n) · pq dΓ = 0 ∀pq ∈ R

c
q(∂T), (A.1)

∫

T
σ : ε(pq−1) dΩ = 0 ∀pq−1 ∈ P

⊥
q−1, sm, (A.2)

∫

T
σ : C

−1 : ςq dΩ = 0 ∀ςq ∈ Φq(T), (A.3)

PROOF. First let’s check that equations (A.1) and (A.2) imply that σ ∈
Φq(T). Indeed, on one hand, since σ · n|∂T ∈ Rc

q(∂T), from equation (A.1),∫
∂T(σ · n)2 dΓ = 0, which implies that σ · n = 0 in ∂T. On the other hand,

the following integration by parts:

∫

T
(∇ · σ) · (∇ · σ) dΩ =

∫

∂T
(σ · n) · (∇ · σ) dΓ −

∫

T
σ : ε(∇ · σ) dΩ,

plus the fact that ε(psm) = 0 for p ∈ P sm, leads to

∫

T
(∇ · σ) · (∇ · σ) dΩ =

∫

T
σ : ε(∇ · σ −πsm(∇ · σ)) dΩ,

25



where πsm(·) is the projection operator from [Pq−1(T)]2 onto the space P q−1, sm.
Then, since ∇ · σ −πsm(∇ · σ) ∈ P⊥

q−1, sm, equation (A.2) implies

∫

T
(∇ · σ) · (∇ · σ) dΩ = 0 =⇒ ∇ · σ = 0 in Ω,

which shows that (A.1) and (A.2) imply that σ ∈ Φq(T). Finally, using equa-
tion (A.3),

∫

T
σ : C

−1 : σ dΩ = 0 =⇒ σ = 0,

which ends the proof. 2

Lemma 2 Let {pi
q}i=1...I , {p

j
q−1}j=1...J and {ς l

q}l=1...L denote the elements of

a basis of Rc
q(∂T), P⊥

q−1, sm and Φq(T) respectively, where I, J and L sim-
ply denote the dimensions of each space. Then, any σ ∈ SP q(T) is uniquely
determined by the following degrees of freedom:

∫

∂T
(σ · n) · pi

q dΓ, i ∈ I,
∫

T
σ : ε(pj

q−1) dΩ, j ∈ J,
∫

T
σ : C

−1 : ς l
q dΩ, l ∈ L.

PROOF. Lemma 1 states that any stress field σ ∈ SP q(T) can be described
giving the values of the previous degrees of freedom. However, this description
it is not necessary unique, that is, different values of the previous degrees of
freedom can yield the same stress field. In order to see that this description is
unique, it is sufficient to see that the number of degrees of freedom coincides
with the dimension of SP q(T), where dim(SP q(T)) = 3

2
(q + 1)(q + 2).

Let’s consider first the case q > 1. It is clear that dim(Rc
q(∂T)) = 6(q+1)−3.

Now, a basis of [Pq−1(T)]2, determined by q(q + 1) elements, defines only
q(q + 1) − 3 degrees of freedom of the form

∫
T σ : ε(pq−1) dΩ, since ε(tx) =

ε(ty) = ε(r) = 0, for tx, ty and r the three rigid solid body motions, that is,
dim(P⊥

q−1, sm) = q(q + 1) − 3 since dim(P q−1,sm) = dim(P sm) = 3.

Then, the only remaining part is to determine the dimension of Φq(T). Any
ς ∈ Φq(T) can be rewritten as ςxx = ∂2b/∂2y, ςyy = ∂2b/∂x2, ςxy = ςyx =
−∂2b/∂x∂y, where b ∈ b2

T Pq−4(T) for bT the cubic bubble function on T van-
ishing on ∂T and achieving a maximum value of unity on T, see [2]. Therefore,
dim(Φq(T)) = dim(Pq−4(T)) = 1

2
(q − 2)(q − 3).
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Finally, it is trivial to check that:

3

2
(q + 1)(q + 2)

︸ ︷︷ ︸
dim(SP q(T))

= 6(q + 1) − 3
︸ ︷︷ ︸
dim(Rc

q(∂T))

+ q(q + 1) − 3
︸ ︷︷ ︸
dim(P⊥

q−1, sm)

+
1

2
(q − 2)(q − 3)

︸ ︷︷ ︸
dim(Φq(T))

.

For the particular case q = 1, [P0(T)]2 =< tx, ty >, and equations
∫
T σ :

ε(p0) dΩ = 0 do not characterize any degree of freedom. Moreover, in this case
dim(Φ1(T)) = 0. Then the 9 boundary degrees of freedom Rc

1(∂T) determine
uniquely the linear stress field in the triangle. 2

We can now proceed directly with the proof of Theorem 1. We will assume that
the initial element Ωk is a triangle, but the strategy can be easily extended
to quadrilateral elements. In order to find σk, the initial triangle is divided
into three new triangles, Ωk = T1 ∪ T2 ∪ T3 by adding a point in the triangle
centroid, as indicated in figure (A.1).

T3 T2

T1

1 2

3

γ
2

γ
3

γ
1

δ
12

δ
23

δ
13

4

Fig. A.1. Local subdivision of an element Ωk into the triangles T1, T2 and T3

Let, σλ be a stress field in Ωk, where σλ|Ti
∈ SP q(Ti), i = 1, 2, 3, that is,

σλ is a polynomial stress field of degree q in each subtriangle, such that,
σλ|∂T = τkλh, and with continuous normal tractions at the internal edges of
the partition (δij = Ti ∩ Tj , i, j = 1 . . . 3).

Then, setting σk = σλ+σ0, the initial problem reduces to finding a piecewise
polynomial stress field σ0 verifying:

∫

Ωk

σ0 : ε(v) dΩ =
∫

Ωk

(f ∗ + ∇ · σλ) · v dΩ ∀v ∈ Vk. (A.4)
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Let σ0 be a piecewise polynomial stress field, where in each triangle Ti, the
stress field σi

0 = σ0|Ti
is assumed to be polynomial of degree q in each com-

ponent, that is, σi
0 ∈ SP q(Ti).

Then, σ0 is uniquely determined by the degrees of freedom characterized in
Lemma 2. First, there are the 18(q + 1) − 9 degrees of freedom determining
the value of σ0 at the edges of Ωk and at the internal edges, namely

∫

∂Ti

(σi
0 · n) · pdΓ ∀p ∈ Rc

q(∂Ti), i = 1 . . . 3.

Second, we have the degrees of freedom related to the divergence of σ0, that
is ∫

Ti

σi
0 : ε(p) dΩ ∀p ∈ P q−1, sm(Ti)

⊥, i = 1 . . . 3.

And finally, the degrees of freedom associated to Φq(Ti), i = 1, 2, 3, which can
be set arbitrarily.

The proof ends with the construction of σ0 that verifies (A.4). This construc-
tion also follows the classification of Lemma 2: (i) the boundary degrees of
freedom, (ii) the divergence ones and (iii) the related to Φq(Ti), which are not
detailed because they are arbitrary.

(i) The 18(q+1)−9 boundary degrees of freedom are determined in two steps.
First, the 12(q + 1) constraints to enforce compatibility are imposed

∫

γi

(σi
0 ·n) · p dΓ = 0 ∀ p ∈ [Rq(γi)]

2, i = 1 . . . 3, (A.5)

where γi = ∂Ti ∩ ∂T, and

∫

δij

(σi
0 ·n) · p dΓ =

∫

δij

(σj
0 · n) · pdΓ ∀p ∈ [Rq(δij)]

2, i, j = 1 . . . 3, i < j.

(A.6)
Then, the 6q−3 remainder degrees of freedom are used to impose the following
additional constraints,

∫

∂Ti

(σi
0 ·n) ·v dΩ = −

∫

Ti

(f∗+∇·σλ) ·v dΩ ∀v ∈ P q−1, sm(Ti), i = 1 . . . 3.

(A.7)
It is important to note that since λh and f ∗ verify equation (22), some of
the previous equations are redundant. For q > 1, equation (A.7) represents 9
constraints but only 6 degrees of freedom are required to impose them because
equation (22) is scalar and dim(P sm) = 3. In the case q = 1, equation (A.7)
represents 6 constraints but only 3 of them are independent for the same
reason. Note that for q = 1, the boundary degrees of freedom are uniquely
determined, while for q > 1, there are 6q−9 degrees of freedom left associated
to the internal boundaries which can be set arbitrarily.
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(ii) Once the boundary degrees of freedom are fixed, we impose those related
to the divergence of σ0, namely

∫

Ti

σi
0 : ε(p) dΩ =

∫

Ti

(f ∗ + ∇ · σλ) · p dΩ +
∫

∂Ti

(σi
0 ·n) · p dΓ, (A.8)

for all p ∈ P q−1, sm(Ti)
⊥, i = 1 . . . 3.

Once (A.7) and in (A.8) have been imposed, σ0 verifies

∫

Ti

σi
0 : ε(p) dΩ =

∫

Ti

(f ∗ + ∇ · σλ) · p dΩ +
∫

∂Ti

(σi
0 ·n) · p dΓ, (A.9)

for all p ∈ [Pq−1(Ti)]
2, i = 1 . . . 3.

To conclude the proof it only remains to show that the stress field σ0 indeed
verifies (A.4). On one hand, a simple integration by parts shows that equation
(A.9) is equivalent to

∫

Ti

(∇·σi
0− (f ∗ +∇·σλ)) ·pdΩ = 0 ∀p ∈ [Pq−1(Ti)]

2, i = 1 . . . 3. (A.10)

Since ∇ · σi
0,f

∗ and ∇ · σλ ∈ [Pq−1(Ti)]
2, we have ∇ · σi

0 = f ∗ + ∇ · σλ,
and thus equations (A.9) and (A.10) hold not only for p ∈ [Pq−1(Ti)]

2 but for
p ∈ [H1(Ti)]

2. One the other hand, using a similar reasoning, we have that
σi

0 ∈ SP q(Ti) and equations (A.5), (A.6) give σi
0 · n|γi

= 0, i = 1 . . . 3 and

(σi
0 − σ

j
0) · n

∣∣∣
δij

= 0, i, j = 1 . . . 3, i < j. Thus,

∫

γi

(σi
0 ·n) · p dΓ = 0 ∀ p ∈ [Rq(γi)]

2, i = 1 . . . 3, (A.11)

where γi = ∂Ti ∩ ∂T, and

∫

δij

(σi
0 · n) · p dΓ =

∫

δij

(σj
0 · n) · pdΓ ∀p ∈ [Rq(δij)]

2, i, j = 1 . . . 3, i < j

(A.12)

hold, not only for p ∈ [Rc
q(γi)]

2 and p ∈ [Rc
q(δij)]

2, but for p ∈ [H
1

2(γi)]
2

and p ∈ [H
1

2(δij)]
2 respectively. Finally, for any v ∈ Vk = [H1(T)]2 using the

infinite dimensional versions of equations (A.5), (A.6) and (A.9), and the fact
that v is continuous on δij ,

∫

T
σ0 : ε(v) dΩ =

3∑

i=1

∫

Ti

σi
0 : ε(v) dΩ =

=
∫

T
(f∗ + ∇ · σλ) · v dΩ +

3∑

i=1

∫

∂Ti

(σi
0 ·n) · v dΓ

︸ ︷︷ ︸
0

=
∫

T
(f∗ + ∇ · σλ) · v dΩ
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ending the proof.
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