The computation of bounds for linear-functional outputs of weak solutions to the two-dimensional elasticity equations
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Abstract

We present a method for the computation of upper and lower bounds for linear-functional outputs of the exact solutions to the two-dimensional elasticity equations. The method can be regarded as a generalization of the well known complementary energy principle. The desired output is cast as the supremum of a linear-quadratic convex functional over an infinite dimensional domain. Using duality the computation of an upper bound for the output of interest is reduced to a feasibility problem for the complementary, or dual, problem. In order to make the problem tractable from a computational perspective two additional relaxations that preserve the bounding properties are introduced. First, the domain is triangulated and a domain decomposition strategy is used to generate a sequence of independent problems to be solved over each triangle. The Lagrange multipliers enforcing continuity are approximated using piecewise linear functions over the edges of the triangulation. Second, the solution of the adjoint problem is approximated over the triangulation using a standard Galerkin finite element approach. A lower bound for the output of interest is computed by repeating the process for the negative of the output. Reversing the sign of the computed upper bound for the negative of the output yields a lower bound for the actual output. The method can be easily generalized to three dimensions. However, a constructive proof for the
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existence of feasible solutions for the outputs of interest is only given in two dimensions. The computed bound gaps are found to converge optimally, that is, at the same rate as the finite element approximation. An attractive feature of the proposed approach is that it allows for a data set to be generated that can be used to certify and document the computed bounds. Using this data set and a simple algorithm, the correctness of the computed bounds can be established without recourse to the original code used to compute them. In the present paper, only computational domains whose boundary is made up of straight sided segments and polynomially varying loads are considered. Two examples are given to illustrate the proposed methodology.

1 Introduction

Linear elastic analysis is one of the most common tools used in practical computer aided engineering design. Many materials of practical interest can be adequately modelled as being linear elastic and the physical considerations underlying this assumption are usually well understood. From the theoretical point of view, the equations of linear elasticity have been studied in depth and a number of finite element algorithms exist that can be used to compute approximations to the solutions in an efficient and reliable manner. In particular, a-priori error estimates can be established that guarantee the convergence of the computed solution to the exact solution when the mesh is suitably refined.

In practice, the computed solutions of the elasticity equations are used to determine approximations to quantities, or outputs, of practical interest such as displacements, forces or stresses. Once a solution has been computed on a given mesh, one is interested in determining the accuracy of the approximated outputs. In order to address this question a number of a-posteriori error estimation methods have been proposed that attempt to quantify the error of the computed solution in either the energy norm [1,3,9], or more relevantly, in functional outputs of practical interest such as displacements or stresses [12,14,16]. These a-posteriori approaches can be coupled with mesh adaptive strategies, e.g. [13], thus producing algorithms that, in principle, can be used to iterate from initial solution until a preset level of accuracy has been met.

Despite these numerous advances a fundamental issue still remains. Procedures that can be used to unambiguously certify the accuracy of the computed results have been elusive. The reasons for that are essentially twofold. Firstly, existing a-posteriori error estimation methods are considered to be quite reliable in practice but still involve uncertain ingredients. In some cases the expressions that bound the error involve continuity or interpolation constants which are non-computable and can be approximated accurately only when the solution is well resolved [14,16]. In other situations, the bounds are uniform for
any level of mesh refinement, but in practice are only computable by assuming that the exact solution can be locally represented on a conservatively refined mesh \cite{12,13}. Alternatively, numerical integration may be required to evaluate integrals involving analytic functions \cite{20}. Secondly, the above solution algorithms are implemented in computer codes which can easily have hundreds of thousands of lines of code, the correctness of which is virtually impossible to verify in practice.

In this paper we present a method to compute upper and lower bounds for linear outputs of interest of the exact weak solutions of the linear elasticity equations. The method is described in detail for two dimensions but the extension to the three dimensional case does not seem to present major difficulties. The approach presented can be interpreted as a generalization of the well known complementary energy principle \cite{7}. This principle, which in its original form only yields bounds for the energy norm of the solution, has been known for many decades. Here, an extension to linear outputs of interest is presented.

The starting point for our bounds procedure is the finite element approximations to the displacement solution and to the output dependent adjoint solution. These approximations are then post-processed to yield the so called inter-element hybrid fluxes. The hybrid fluxes are then used as data for the computation of locally equilibrated stress fields. The final expression for the bounds is obtained by calculating appropriate norms of the stress fields. It is shown that the computed bounds are uniformly valid regardless of the size of the underlying coarse discretization, but as expected, their sharpness depends on the accuracy of the approximated solutions. A mesh adaptive procedure is also described which can be used to determine the bounds to a preset level of accuracy. Many of the components involved in this approach were presented in \cite{18,19} for scalar equations. In this paper we emphasize those aspects of the method which are particular to the elasticity equations.

An attractive feature of the proposed approach is that the piecewise polynomial equilibrated stress-like fields, which are computed as part of the bound process, can be used as certificates to guarantee the correctness of the computed bounds. It turns out that given a stress field it is easy to check whether this field corresponds to a valid certificate, and in the affirmative case it is straightforward to determine the value of the output that it can certify. In particular, the stress fields need to satisfy continuity of normal tractions across elements, and membership of an appropriate space.

The idea of a certificate that is computed simultaneously with the solution has many attractive features. In particular, a certificate consisting of the data set necessary to describe the piecewise polynomial stress-like fields could be used to document the computed results. We note that exercising the certificate
does not require access to the code used to compute it and can be done with a simple algorithm which does not require solving any system of equations. A very important point is that, if a certificate meets all the necessary conditions, which in turn are easy to verify, then there is no need to certify the code used to compute it. In practice, the size of these certificates depends on the required level of certainty. As expected, we shall find that high levels of certainty, i.e. small bound gaps, will often require longer certificates (larger data sets) than those required to certify less sharp claims.

2 Problem Definition

The elasticity equations on a general two dimensional polygonal domain $\Omega$ are considered. The boundary, $\Gamma = \partial \Omega$, is divided into two complementary disjoint parts $\Gamma^D$ and $\Gamma^N$, where essential and Neumann boundary conditions are imposed, respectively. Furthermore, the boundary $\Gamma^D$ is assumed to be a non empty set. The weak formulation of the problem consists of finding the displacements $\bar{u} \in U$, such that

$$a(\bar{u}, \nu) = l(\nu), \quad \forall \nu \in V,$$

where $U = \{v \in \mathcal{H}^1(\Omega)^2, v|_{\Gamma^D} = g_D\}$ is the space of admissible displacement fields, $V = \{v \in \mathcal{H}^1(\Omega)^2, v|_{\Gamma^D} = 0\}$ is the space of test functions, and $\mathcal{H}^1(\Omega)$ denotes the standard Sobolev space.

The linear forcing functional $l : [\mathcal{H}^1(\Omega)]^2 \to \mathbb{R}$

$$l(\nu) = \int_{\Omega} f \cdot \nu \, d\Omega + \int_{\Gamma^N} g \cdot \nu \, d\Gamma,$$

contains both the internal forces per unit volume $f \in [\mathcal{H}^{-1}(\Omega)]^2$ and the Neumann boundary tractions $g \in [\mathcal{H}^{-\frac{1}{2}}(\Gamma^N)]^2$, and $a : [\mathcal{H}^1(\Omega)]^2 \times [\mathcal{H}^1(\Omega)]^2 \to \mathbb{R}$ is the symmetric positive definite bilinear form given by

$$a(w, \nu) = \int_{\Omega} \sigma(w) : \epsilon(\nu) \, d\Omega.$$

Here, $\epsilon(\nu)$ is the second order deformation tensor, which is defined as the symmetric part of the gradient tensor $\nabla \nu$, that is, $\epsilon(\nu) = \frac{1}{2}(\nabla \nu + (\nabla \nu)^T)$. The stress tensor $\sigma(\nu)$, is related to the deformation tensor through a linear constitutive relation of the form, $\sigma(\nu) = C : \epsilon(\nu)$, where $C$ is the fourth-order elasticity tensor. Throughout the paper the energy norm induced by the bilinear form $a(\cdot, \cdot)$ is denoted by $\|\cdot\|$, that is, $\|\nu\|^2 = a(\nu, \nu)$.

Our goal is to compute bounds for output quantities of interest, $s = \ell^O(\bar{u})$,
where $\ell^O : [H^1(\Omega)]^2 \to \mathbb{R}$ is a linear continuous functional defined as

$$
\ell^O(v) = \int_\Omega f^O \cdot v \, d\Omega + \int_{\Gamma_N} g^O \cdot v \, d\Gamma - a(u^O, v),
$$

for given $f^O \in [H^{-1}(\Omega)]^2$, $g^O \in [H^{-\frac{1}{2}}(\Gamma_N)]^2$ and $u^O \in [H^{-1}(\Omega)]^2$. Note that this form may easily incorporate, as particular cases, displacements or tractions integrated over arbitrary subdomains or boundary segments.

For any given $u^D \in \mathcal{U}$ we can write $\tilde{u} = u^D + u$, where $u \in \mathcal{V}$ is the solution of

$$
a(u, v) = l(v) - a(u^D, v) =: \ell(v) \quad \forall v \in \mathcal{V},
$$

and therefore the output of interest can be rewritten as

$$
\bar{s} = \ell^O(u^D) + \ell^O(u).
$$

Working with $u \in \mathcal{V}$ rather than $\tilde{u}$ has the advantage of avoiding the notational complexity introduced by the non-homogeneous Dirichlet boundary conditions. Thus, our goal will be to compute bounds for $s = \ell^O(u)$, from which we can easily evaluate the bounds for $\bar{s} = \ell^O(\tilde{u})$.

## 3 Output bounds

A key ingredient to our bounds procedure, is the reformulation of our output of interest as a constrained minimization problem. We write the output of interest $s = \ell^O(u)$ as

$$
s = \inf_{v \in \mathcal{V}} \ell^O(v) + \kappa^2(a(v, v) - \ell(v))
$$

s.t. $a(v, \varphi) = \ell(\varphi) \quad \forall \varphi \in \mathcal{V},
$$

for all $\kappa \in \mathbb{R}$. The above statement can be easily verified by noting that, from (2), the constraint $a(v, \varphi) = \ell(\varphi), \forall \varphi \in \mathcal{V}$ is only satisfied when $v = u$ and clearly $a(u, u) - \ell(u) = 0$. Now, the Lagrangian associated with the above constrained minimization problem is given by

$$
L(v, \varphi) = \ell^O(v) + \kappa^2(a(v, v) - \ell(v)) + \ell(\varphi) - a(v, \varphi),
$$

and problem (3) becomes

$$
s = \inf_{v \in \mathcal{V}} \sup_{\varphi \in \mathcal{V}} L(v, \varphi).
$$

A lower bound, $s^-$, for the output, $s$, can be easily found using the strong duality of convex minimization and the saddle point property of the Lagrange
multipliers as

\[ s = \inf_{v \in \mathbf{V}} \sup_{\varphi \in \mathbf{V}} L(v, \varphi) = \sup_{\varphi \in \mathbf{V}} \inf_{v \in \mathbf{V}} L(v, \varphi) \geq \inf_{v \in \mathbf{V}} L(v, \varphi) \equiv s^- \quad \forall \varphi \in \mathbf{V}, \quad (6) \]

where in order to obtain sharp bounds, it is important to use a good approximation \( \tilde{\varphi} \) of the Lagrange multiplier. Thus, we see from (6), that the problem of computing a lower bound for the output of interest is cast as an unconstrained minimization problem.

The optimal value of the Lagrange multiplier is obtained by solving the saddle problem (5) and is given by \( \varphi^* = \kappa^2 u + \psi \) where \( \psi \in \mathbf{V} \) is the solution of the problem,

\[ a(v, \psi) = \ell^O(v) \quad \forall v \in \mathbf{V}, \quad (7) \]

called dual or adjoint problem with respect to the selected output \( \ell^O(\cdot) \). Note that due to the symmetry of \( a(\cdot, \cdot) \), the only difference between the primal problem (2) for \( u \), and the dual problem (7) for \( \psi \), is only in the forcing data \( (f^O \text{ instead of } f, \ g^O \text{ instead of } g \text{ and } u^O \text{ instead of } u^D) \).

The solutions of the primal and dual problems are approximated by \( u_h \) and \( \psi_h \) respectively, which lie in a finite element interpolation space \( \mathbf{V}^h \subset \mathbf{V} \), associated with a finite element mesh of characteristic size \( h \) and verify

\[ a(u_h, v) = \ell(v) \quad v \in \mathbf{V}^h, \]

and

\[ a(v, \psi_h) = \ell^O(v) \quad v \in \mathbf{V}^h. \]

An approximation to the Lagrange multiplier \( \tilde{\varphi} \), is now obtained by setting \( \tilde{\varphi} = \kappa^2 u_h + \psi_h \). We note however that different options are also possible (see for instance [6,15]). With our choice for \( \tilde{\varphi} \) the optimization over \( v \) in (6), leads to

\[ s^- = \frac{1}{4} \| \kappa u_h + \frac{1}{\kappa} \psi_h \|^2 - \frac{1}{4} \| \kappa u - \frac{1}{\kappa} \psi \|^2. \quad (8) \]

**Remark 1** In the particular case when \( \ell^O(\cdot) = \ell(\cdot) \), then \( s = \ell^O(u) = \| u \|^2 \) and also \( u = \psi \) and \( u_h = \psi_h \). In this case, the lower bound we obtain for \( \kappa = 1 \), is \( s^- = \| u_h \|^2 \), which implies

\[ \| u_h \|^2 \leq \| u \|^2. \]

This is the classical lower bound property of the energy norm of the finite element solution with respect to the exact solution norm.

An analogous expression for an upper bound, \( s^+ \), of \( s \), is obtained by replacing
\( \ell^O(v) \) by \(-\ell^O(v)\) in the original optimization problem (3) to obtain,

\[
-s = \inf_{v \in \mathcal{V}} -\ell^O(v) + \kappa^2 (a(v, v) - \ell(v))
\quad \text{s.t.} \quad a(v, \varphi) = \ell(\varphi) \quad \forall \varphi \in \mathcal{V}.
\]

The optimal multiplier in this case is approximated by \( \bar{\varphi} = \kappa^2 u_h - \psi_h \), and the optimization process yields

\[
-s^+ = \frac{1}{4} \| \kappa u_h - \frac{1}{\kappa} \psi_h \|^2 - \frac{1}{4} \| \kappa u - \frac{1}{\kappa} \psi \|^2
\]

which is equivalent to

\[
s^+ = \frac{1}{4} \| \kappa u + \frac{1}{\kappa} \psi \|^2 - \frac{1}{4} \| \kappa u_h - \frac{1}{\kappa} \psi_h \|^2.
\]

**Remark 2 (Bounds for the output of the error)** If the particular lift of \( \bar{u} \) is its finite element approximation, that is \( u^D = \bar{u}_h \), then \( u_h \) is the error in the finite element approximation, \( u = \bar{u} - \bar{u}_h = e \), and \( u_h = 0 \). In this case, the previous methodology would lead after some algebra to bounds for \( s = \ell^O(e) \)

\[
s^- = -\frac{1}{4} \| \kappa e - \frac{1}{\kappa} e \|^2,
\]

\[
s^+ = \frac{1}{4} \| \kappa e + \frac{1}{\kappa} e \|^2
\]

where \( e = \psi - \psi_h \) is the error in the finite element approximation of the dual problem.

Writing together the expressions for the upper and lower bounds we have,

\[
\frac{1}{4} \| \kappa u_h + \frac{1}{\kappa} \psi_h \|^2 - \frac{1}{4} \| \kappa u - \frac{1}{\kappa} \psi \|^2 \leq s \leq \frac{1}{4} \| \kappa u + \frac{1}{\kappa} \psi \|^2 - \frac{1}{4} \| \kappa u_h - \frac{1}{\kappa} \psi_h \|^2.
\]

It is clear that these expressions are non-computable, since they depend on the exact solution of both the primal and dual problems. However, they illustrate our basic approach to obtaining bounds for outputs of interest: if we can compute upper bounds \( \| \kappa u \pm (1/\kappa) \psi \|^2 \|_\text{UB} \) for \( \| \kappa u \pm (1/\kappa) \psi \|^2 \), then, we can write computable expressions for the output bounds as

\[
\frac{1}{4} \| \kappa u_h + \frac{1}{\kappa} \psi_h \|^2 - \frac{1}{4} \| \kappa u - \frac{1}{\kappa} \psi \|^2 \|_\text{UB} \leq s \leq \frac{1}{4} \| \kappa u + \frac{1}{\kappa} \psi \|^2 - \frac{1}{4} \| \kappa u_h - \frac{1}{\kappa} \psi_h \|^2.
\]

In the next section, we present an approach for computing upper bounds for the energy norm of the solution of the elasticity equations. This result is then generalized in Section 5 to compute the upper bounds for the linear combination of the primal and dual functions, \( \kappa u \pm (1/\kappa) \psi \).
4 Upper bounds for the energy norm

Consider the generalized elasticity problem with Neumann and homogeneous Dirichlet boundary conditions written in weak form as: find $z \in V$ such that

$$a(z, v) = \ell^*(v) \quad \forall v \in V,$$

where

$$\ell^*(v) = \int_{\Omega} f^* \cdot v \, d\Omega + \int_{\Gamma_N} g^* \cdot v \, d\Gamma - a(u^*, v).$$

It is clear that any linear combination of the primal and dual solutions, $\alpha u + \beta \psi$, $\alpha, \beta \in \mathbb{R}$, is the solution of problem (10) with $f^* = \alpha f + \beta f^0$, $g^* = \alpha g + \beta g^0$ and $u^* = \alpha u^0 + \beta u^0$. In particular, the choice $\alpha = \kappa$, $\beta = \pm 1/\kappa$ will be used later to obtain the required upper bounds for $\|\kappa u \pm (1/\kappa)\psi\|^2$.

In this section we consider the problem of computing an upper bound for $\|z\|^2$. We recall that $\|z\|^2$ can be obtained as the solution of the optimization procedure

$$\|z\|^2 = \sup_{v \in V} 2 \ell^*(v) - a(v, v).$$

The above problem is to be considered over an infinite dimensional space of functions which are defined over the whole domain $\Omega$. In order to come up with a computable expression for an upper bound of $\|z\|^2$, two relaxations are introduced. First, a domain decomposition strategy is used to transform the maximization problem over functions in $\Omega$ into a number of independent problems which are defined over sub-domains (triangles in our case). Second, duality is exploited to transform each of the convex maximization problems into a feasibility problem for the dual functional which is shown to yield an upper bound for the optimal solution.

4.1 Domain decomposition

We consider a triangulation of the computational domain $\Omega$ into $n_{el}$ triangles and denote by $\Omega_k$ a generic triangle, $k = 1, \ldots, n_{el}$. Let $\Gamma_h$ be the set of all the edges in the mesh, and $\Lambda = \prod_{k=1}^{n_{el}} [H^{-\frac{1}{2}}(\partial \Omega_k)]^2$ the space of integrable tractions in $\Gamma_h$. The set of all the interior edges of the mesh is denoted by $\Gamma^i$, that is $\Gamma_h = \Gamma \cup \Gamma^i$. For each edge $\gamma \in \Gamma_h$ a unit normal direction, $n_\gamma^\tau$, is assigned such that, if $\gamma$ is an exterior edge, $n_\gamma^\tau$ coincides with the outward unit normal to $\Gamma$. Similarly, given an element $\Omega_k$ and an edge of this element $\gamma \in \partial \Omega_k$, the outward normal to the element associated to $\gamma$ is denoted by $n_k^\tau$. Then, $\tau_k$ is
defined as $\tau_k|_\gamma = n^\gamma_k \cdot n^\gamma$, that is:

$$\tau_k|_\gamma = n^\gamma_k \cdot n^\gamma = \begin{cases} 1 & \text{if } n^\gamma_k = n^\gamma \\ -1 & \text{if } n^\gamma_k = -n^\gamma. \end{cases}$$

Note that if $\gamma = \partial \Omega_k \cap \partial \Omega_l$, then $\tau_k|_\gamma + \tau_l|_\gamma = 0$.

The broken space $\hat{\mathbf{V}}$ is introduced by relaxing in $\mathbf{V}$ both the Dirichlet homogeneous boundary conditions and the continuity of the functions across the edges of $\Gamma_h$, that is,

$$\hat{\mathbf{V}} = \{ \hat{v} \in [L^2(\Omega)]^2, \hat{v}|_{\Omega_k} \in [H^1(\Omega_k)]^2, \forall \Omega_k \in \Omega \}.$$  

Given a function in the broken space $\hat{v} \in \hat{\mathbf{V}}$, the jump of $\hat{v}$ across the mesh edges is defined as

$$[\hat{v}]_\gamma = \begin{cases} \hat{v}|_{\Omega_k} \tau_k|_\gamma + \hat{v}|_{\Omega_l} \tau_l|_\gamma, & \text{if } \gamma = \partial \Omega_k \cap \partial \Omega_l \in \Gamma^I \\ \hat{v}, & \text{if } \gamma \in \Gamma, \end{cases}$$

where the definition of the jump depends on the arbitrary choice of the edge normals. Note that if $\hat{v}$ is a continuous function verifying the Dirichlet homogeneous boundary conditions, $\hat{v} \in \mathbf{V}$, then $[\hat{v}] = 0$ in $\Gamma^I \cup \Gamma^D$.

Then, given a broken function $\hat{v} \in \hat{\mathbf{V}}$, the continuity at inter-elemental edges and Dirichlet homogeneous boundary conditions in $\Gamma^D$ can be enforced weakly through the bilinear form $b : \hat{\mathbf{V}} \times \Lambda \rightarrow \mathbb{R}$

$$b(\hat{v}, \lambda) = \sum_{\gamma \in \Gamma^I \cup \Gamma^D} \int_\gamma \lambda \cdot [\hat{v}] d\Gamma = \sum_{k=1}^{n_{e1}} \int_{\partial \Omega_k \setminus \Gamma^N} \tau_k \lambda \cdot \hat{v}|_{\Omega_k} d\Gamma,$$

by imposing $b(\hat{v}, \lambda) = 0$ for all $\lambda \in \Lambda$. Therefore, the space of test functions $\mathbf{V}$ can be recovered as

$$\mathbf{V} = \{ \hat{v} \in \hat{\mathbf{V}}, b(\hat{v}, \lambda) = 0, \forall \lambda \in \Lambda \}.$$  

Let’s denote by $\mathbf{V}_k$ the restriction of the broken space $\hat{\mathbf{V}}$ to the element $\Omega_k$, that is, $\mathbf{V}_k = \hat{\mathbf{V}}|_{\Omega_k} = [H^1(\Omega_k)]^2$. Formally, any function $\mathbf{v}_k \in \mathbf{V}_k$ is not defined in the whole domain $\Omega$ but only in the element $\Omega_k$. In the following, any function $\mathbf{v}_k \in \mathbf{V}_k$ is naturally extended to $\Omega$ by setting the values outside $\Omega_k$ to zero. Then, a function $\hat{v} \in \hat{\mathbf{V}}$ can be decomposed as the sum of its restrictions to each element $\mathbf{v}_k = \hat{v}|_{\Omega_k} \in \mathbf{V}_k$, that is, $\hat{v} = \sum_{k=1}^{n_{e1}} \mathbf{v}_k$, and $\hat{\mathbf{V}} = \bigoplus_{k=1}^{n_{e1}} \mathbf{V}_k$.  
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We can now rewrite the maximization problem of equation (11) as a constrained saddle problem defined over functions in \( \hat{V} \) and Lagrange multipliers in \( \lambda \) as,

\[
\|z\|^2 = \sup_{\hat{v} \in \hat{V}} \inf_{\lambda \in \Lambda} J(\hat{v}, \lambda),
\]

where \( J(\hat{v}, \lambda) \) is the quadratic-linear Lagrangian which can be expressed using the local restrictions \( v_k \) of \( \hat{v} \) as

\[
J(\hat{v}, \lambda) = \sum_{k=1}^{n_{el}} J_k(v_k, \lambda),
\]

where

\[
J_k(v_k, \lambda) = 2 \ell^*_k(v_k) - a_k(v_k, v_k) + 2 b_k(v_k, \lambda).
\] (12)

Here, the subscript \( k \) denotes the restriction of the linear and bilinear forms to the element \( \Omega_k \), that is,

\[
a_k(w, v) = \int_{\Omega_k} \sigma(w) : \varepsilon(v) \, d\Omega,
\]

\[
\ell^*_k(v) = \int_{\Omega_k} f^* \cdot v \, d\Omega + \int_{\Gamma^N \cap \partial \Omega_k} g^* \cdot v \, d\Gamma - a_k(u^*, v),
\]

and

\[
b_k(v, \lambda) = \int_{\partial \Omega_k \setminus \Gamma^N} \tau_k \lambda \cdot v \, |_{\Omega_k} \, d\Gamma.
\]

Then, using standard duality arguments an upper bound for \( \|z\|^2 \) is obtained as

\[
\|z\|^2 = \sup_{\hat{v} \in \hat{V}} \inf_{\lambda \in \Lambda} J(\hat{v}, \lambda) = \inf_{\lambda \in \Lambda} \sup_{\hat{v} \in \hat{V}} J(\hat{v}, \tilde{\lambda}) \leq \sup_{\tilde{\lambda} \in \Lambda} J(\hat{v}, \tilde{\lambda}) \quad \forall \tilde{\lambda} \in \Lambda. \quad (13)
\]

Clearly, the Lagrange multiplier \( \tilde{\lambda} \) has to be properly chosen in order to ensure that the resulting maximization is bounded from above and that the resulting optimum is accurate. The importance of the weak imposition of the continuity requirement and the approximation of the Lagrange multiplier, is that once the Lagrange multiplier is fixed, the lagrangian \( J(\hat{v}, \tilde{\lambda}) \) decomposes into local elementary contributions, and the maximization in (13) decomposes into local maximization problems in the elements of the mesh.

In order to simplify the notation, we will rewrite \( J_k(\cdot, \tilde{\lambda}) \) in a simpler way. We note that given a Lagrange multiplier \( \tilde{\lambda} \in \Gamma_h \), the values of \( \tilde{\lambda} \) in \( \Gamma^N \) do not contribute to \( J_k(\cdot, \tilde{\lambda}) \). Therefore we can define

\[
\tilde{\lambda} \big|_{\Gamma^N} = g^*,
\] (14)

so that,

\[
\int_{\Gamma^N \cap \partial \Omega_k} g^* \cdot v_k \, d\Gamma + \int_{\partial \Omega_k \setminus \Gamma^N} \tau_k \tilde{\lambda} \cdot v_k \, d\Gamma = \int_{\partial \Omega_k} \tau_k \tilde{\lambda} \cdot v_k \, d\Gamma,
\]
and therefore,
\[
J_k(v_k, \tilde{\lambda}) = 2 \int_{\Omega_k} f^* \cdot v_k \, d\Omega + 2 \int_{\partial \Omega_k} \tau_k \tilde{\lambda} \cdot v_k \, d\Gamma - 2a_k(u^*, v_k) - a_k(v_k, v_k). \tag{15}
\]

Thus the global maximization of equation (13) can be decomposed as,
\[
\sup_{\hat{v} \in \hat{V}} J(\hat{v}, \tilde{\lambda}) = \sum_{k=1}^{n_{el}} \sup_{v_k \in V_k} J_k(v_k, \tilde{\lambda}), \tag{16}
\]
allowing to obtain an upper bound for \( \|z\|^2 \), maximizing the the local functionals \( J_k(\cdot, \tilde{\lambda}) \) in each element of the mesh independently.

This local maximization problems, although local, can not be solved exactly because \( V_k \) is an infinite dimensional space. Moreover, if we replace \( V_k \) with a finite dimensional subspace, the upper bound property is lost.

### 4.2 Complementary energy relaxation

We consider now the problem of finding computable upper bounds for the local maximization problems (16), that is, find \( \nu_k \in \mathbb{R} \) such that,
\[
\sup_{v_k \in V_k} J_k(v_k, \tilde{\lambda}) \leq \nu_k, \tag{17}
\]
so that a global upper bound for \( \|z\|^2 \) will be recovered as
\[
\|z\|^2 \leq \sum_{k=1}^{n_{el}} \sup_{v_k \in V_k} J_k(v_k, \tilde{\lambda}) \leq \sum_{k=1}^{n_{el}} \nu_k.
\]

The upper bounds \( \nu_k \) are computed using a standard duality argument which transforms the problem of finding the maximum over the infinite dimensional space \( V_k \) to a problem of finding a feasible solution in an appropriate finite dimensional space.

Let \( S_k \) denote the space of componentwise square-integrable stress fields in \( \Omega_k \), that is, \( S_k \) contains all the second-order tensors with \( \sigma_{ij} \in L^2(\Omega_k), \forall i, j \). Then, \( S_{eq}^k \) denotes the subset of \( S_k \) which contains all the equilibrated stress fields with respect to \( f^*, \tilde{\lambda} \) and \( u^* \), that is, \( \sigma_k \in S_{eq}^k \) verifies
\[
\int_{\Omega_k} \sigma_k : \varepsilon(v_k) \, d\Omega = \int_{\Omega_k} f^* \cdot v_k \, d\Omega + \int_{\partial \Omega_k} \tau_k \tilde{\lambda} \cdot v_k \, d\Gamma - a_k(u^*, v_k) \quad \forall v_k \in V_k. \tag{18}
\]

The stress fields in \( S_{eq}^k \) are usually referred to as being statically admissible. In addition, we define the complementary energy of a stress field \( \sigma_k \in S_k \), as
the value given by the functional $J^c_k : \mathcal{S}_k \rightarrow \mathbb{R}$,

$$J^c_k(\sigma_k) = \int_{\Omega_k} \sigma_k \cdot \mathbb{C}^{-1} \cdot \sigma_k \, d\Omega.$$ 

**Lemma 1** If $\tilde{\lambda}$ is such that $J_k(\nu_k, \tilde{\lambda})$ is bounded from above for all $\nu_k \in \mathcal{V}_k$, then the following duality relation holds,

$$\sup_{\nu_k \in \mathcal{V}_k} J_k(\nu_k, \tilde{\lambda}) = \inf_{\sigma_k \in \mathcal{S}^c_k} J^c_k(\sigma_k).$$

**PROOF.** Let $\sigma_k \in \mathcal{S}^{eq}_k$ and $\nu_k \in \mathcal{V}_k$, then

$$0 \leq \int_{\Omega_k} (\sigma_k - \sigma(\nu_k)) \cdot \mathbb{C}^{-1} : (\sigma_k - \sigma(\nu_k)) \, d\Omega$$

$$= \int_{\Omega_k} \sigma_k \cdot \mathbb{C}^{-1} \cdot \sigma_k \, d\Omega + \int_{\Omega_k} \sigma(\nu_k) \cdot \varepsilon(\nu_k) \, d\Omega - 2 \int_{\Omega_k} \sigma_k : \varepsilon(\nu_k) \, d\Omega$$

$$= J^c_k(\sigma_k) + a_k(\nu_k, \nu_k) - 2 \int_{\Omega_k} \sigma_k : \varepsilon(\nu_k) \, d\Omega.$$

Now, since $\sigma_k \in \mathcal{S}^{eq}_k$ equation (18) holds true and

$$2 \int_{\Omega_k} \sigma_k : \varepsilon(\nu_k) \, d\Omega - a_k(\nu_k, \nu_k) = J_k(\nu_k, \tilde{\lambda}),$$

leading to

$$0 \leq J^c_k(\sigma_k) - J_k(\nu_k, \tilde{\lambda}),$$

which implies $J_k(\nu_k, \tilde{\lambda}) \leq J^c_k(\sigma_k)$.

Now, let $\bar{\nu}_k$ be the point at which $J_k(\nu_k, \tilde{\lambda})$ is maximum, that is,

$$\|\bar{\nu}_k\|^2_k = \sup_{\nu_k \in \mathcal{V}_k} J_k(\nu_k, \tilde{\lambda})$$

where $\|\nu_k\|^2_k = a_k(\nu_k, \nu_k)$. Moreover, the gradient condition for $\bar{\nu}_k$ leads to

$$a_k(\bar{\nu}_k, \nu_k) = \int_{\Omega_k} f^* \cdot \nu_k \, d\Omega + \int_{\partial \Omega_k} \tau \tilde{\lambda} \cdot \nu_k \, d\Gamma - a_k(\bar{\nu}_k, \nu_k) \quad \forall \nu_k \in \mathcal{V}_k,$$

from where it follows that $\sigma_k = \sigma(\bar{\nu}_k) \in \mathcal{S}^{eq}_k$.

Thus, $\forall \sigma_k \in \mathcal{S}^{eq}_k, \forall \nu_k \in \mathcal{V}_k$

$$J_k(\nu_k, \tilde{\lambda}) \leq J_k(\bar{\nu}_k, \tilde{\lambda}) = \|\bar{\nu}_k\|^2_k = J^c_k(\sigma_k) \leq J^c_k(\sigma_k),$$

and the lemma is proved. \(\square\)

Lemma 1 provides the key to the obtention of the local upper bounds $\nu_k$. It is sufficient to compute a statically admissible stress field in $\sigma^*_k \in \mathcal{S}^{eq}_k$, and then evaluate its complementary energy,
\sup_{v_k \in V_k} J_k(v_k, \lambda) = \inf_{\sigma_k \in S_{eq}^k} J_c^e(\sigma_k) \leq J_c^e(\sigma_k^*) = \nu_k. \quad (19)

The remainder of the section is devoted to show that one can choose the statistically admissible stress field to be piecewise polynomial provided that the forcing data \( f^*, g^* \) and the displacement fields \( u^* \) are piecewise polynomial functions.

4.3 Upper Bound Computation

In order to construct the statistically admissible stress field required in equation (19), it is first necessary to evaluate the Lagrange multiplier \( \tilde{\lambda} \) satisfying the necessary constraints. We will then construct the stress fields \( \sigma_k^* \) inside the elements.

4.3.1 Lagrange multiplier approximation

In order to obtain a sharp upper bound, the choice of the Lagrange multiplier is critical. In particular, the maximization in equation (17) must be bounded from above.

From equation (15), we note that the Lagrange multiplier \( \tilde{\lambda} \) is precisely the Neumann boundary condition for the local problems. That is, the traction distribution applied on the boundary of each element. When integrated over each element these tractions must therefore be equilibrated so that the local problems are solvable. This is equivalent to saying that,

\[ \ell_k^*(v) + b_k(v, \tilde{\lambda}) = 0 \quad \forall v \in P_{sm}, \quad (20) \]

where \( P_{sm} \) is the space of solid motions which includes any combination of translations and rotation; see equation (12). Moreover, since the optimal traction distribution is given by the tractions of the exact solution \( z \) over the edges of the elements, the Lagrange multipliers have to be both equilibrated and a good approximation to the tractions of the exact solution.

There are several known choices for the Lagrange multipliers which are approximations to the continuous tractions of the exact solution \( z \) at the inter-element boundaries. Here we follow the strategy proposed by Ladeveze et al. [9].

The approximated Lagrange multiplier is denoted by \( \lambda_h \) and it is a linear
function in each edge of the mesh verifying

\[ b(\hat{v}, \lambda_h) = a(z_h, \hat{v}) - \ell^*(\hat{v}) \quad \forall \hat{v} \in \mathcal{V}^h, \]  

(21)

where \( z_h \) is the standard Galerkin finite element approximation of \( z \). We note that for any continuous \( \hat{v} \), \( b(\hat{v}, \lambda_h) = 0 \), and therefore \( a(z_h, \hat{v}) - \ell^*(\hat{v}) = 0 \) thus highlighting that \( z_h \) is indeed the finite element approximation to \( z \).

The above equations do not determine the Lagrange multiplier \( \lambda_h \) on \( \Gamma^N \). Therefore, \( \lambda_h \) is extended into \( \Gamma^N \) using equation (14).

**Lemma 2** If \( \lambda_h \) verifies the equilibration conditions given in equation (21), then the local problems

\[ \sup_{v_k \in V_k} J_k(v_k, \lambda_h), \]

are bounded from above.

**Proof.** The null space of the bilinear form \( a_k(\cdot, \cdot) \) is the three dimensional space of the rigid solid motions in the element \( \Omega_k \) (translations and rotations), that is, \( w_k \) is a rigid solid body motion if and only if \( a(v_k, w_k) = 0, \forall v_k \in V_k \).

Then, \( J_k(w_k, \lambda_h) \) must vanish for any rigid motion \( w_k \), otherwise, given a rigid solid motion \( w_k \), for any \( \alpha \in \mathbb{R} \), \( \alpha w_k \in V_k \),

\[ J_k(\alpha w_k, \lambda_h) = 2\alpha (\ell^*_k(w_k) + b_k(w_k, \bar{\lambda})) = \alpha J_k(w_k, \lambda_h), \]

and this will lead to an unbounded maximization problem. Let’s verify that \( J_k(w_k, \lambda_h) = 0 \) for any \( w_k \) in the null space of \( a_k(\cdot, \cdot) \).

Since the Lagrange multiplier \( \lambda_h \) is equilibrated, equation (21) is satisfied; thus, for any rigid solid motion \( w_k \) in the element \( \Omega_k \),

\[ b_k(w_k, \lambda_h) = a_k(z_h, w_k) - \ell^*_k(w_k) = -\ell^*_k(w_k), \]

since \( w_k \in \mathcal{V}^h \). Therefore,

\[ J_k(w_k, \lambda_h) = 2\ell^*_k(w_k) + 2 b_k(w_k, \lambda_h) - a_k(w_k, w_k) = 0. \)

\[ \square \]

4.3.2 Construction of an equilibrated stress field \( \sigma_k \in \mathcal{S}^e_k \)

Once the Lagrange multipliers \( \lambda_h \) have been determined, an equilibrated stress field \( \sigma_k \in \mathcal{S}^e_k \) has to be evaluated in order to obtain an upper bound for \( \|z\|^2 \).

The existence of a piecewise polynomial stress field is established in the following theorem.
Theorem 1  Let $P_r(\Omega_k)$ denote the space of polynomial functions of degree $r$ in $\Omega_k$. Similarly, let $R_p(\partial \Omega_k)$ denote the space of polynomial functions of degree $p$ in each edge of $\Omega_k$. Then, for any given forcing function $f^*|_{\Omega_k} \in [P_r(\Omega_k)]^2$ and any equilibrated Lagrange multiplier $\lambda_h|_{\partial \Omega_k} \in [R_p(\partial \Omega_k)]^2$, that is
\[
\int_{\Omega_k} f^* \cdot v \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda_h \cdot v \, d\Gamma = 0 \quad \forall v \in P_{sm},
\]
there exists at least one dual solution $\sigma_k \in S_k = \{\sigma, \sigma_{ij} \in L^2(\Omega_k), \forall i, j\}$, verifying
\[
\int_{\Omega_k} \sigma_k : \varepsilon(v_k) \, d\Omega = \int_{\Omega_k} f^* \cdot v_k \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda_h \cdot v_k \, d\Gamma \quad \forall v_k \in V_k,
\]
which is piecewise polynomial of degree $q$ in each component, with $q \geq p$ and $q > r$, and therefore, $\sigma_k - \sigma(u^*) \in S_k^{eq}$ is a piecewise polynomial stress field provided that $u^*$ has a piecewise polynomial representation.

A constructive proof of this theorem is given in the appendix.

Remark 3  For a linear equilibrated stress field (useful for linear applied tractions and constant force term), the local equilibrated stress fields are uniquely determined. Otherwise, $q > 1$, there are extra degrees of freedom associated both to the internal boundaries and to the space of divergence free and trace free stress fields. This degrees of freedom are used to sharpen the bounds, that is, to minimize the value of $J^c_k(\sigma_k)$.

The computation of the upper bound is summarized in the box shown in figure 1.

0.- Start with a piecewise polynomial representation of $u^*$ and determine $\ell^*(v)$.
1.- Compute $z_h \in V^h$ s.t. $a(z_h, v) = \ell^*(v) \quad \forall v \in V^h$.
2.- Compute $\lambda_h$ s.t. $b(\hat{\nu}, \lambda_h) = a(z_h, \hat{\nu}) - \ell^*(\hat{\nu}) \quad \forall \hat{\nu} \in \hat{V}^h$, and impose $\lambda_h|_{\Gamma^N} = g^*$.
3.- For each element compute $\sigma_k \in S_k$ s.t.
\[
\int_{\Omega_k} \sigma_k : \varepsilon(v_k) \, d\Omega = \int_{\Omega_k} f^* \cdot v_k \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda_h \cdot v_k \, d\Gamma \quad \forall v_k \in V_k,
\]
and compute $\nu_k = \int_{\Omega_k} (\sigma_k - \sigma(u^*)) : C^{-1} : (\sigma_k - \sigma(u^*)) \, d\Omega$.
4.- Compute the upper bound for $\|z\|^2$ as $\|z\|^2 \leq \sum_{k=1}^{n_1} \nu_k$.

Fig. 1. Upper bounds for the squared energy norm of the error
We note that \( z^\pm = \kappa u \pm (1/\kappa) \psi \in \mathbf{V} \) is the solution of the boundary value problem,

\[
a(z^\pm, v) = \kappa \ell(v) \pm \frac{1}{\kappa} \ell^O(v) \quad \forall v \in \mathbf{V},
\]

which is a particular case of (10) with \( \ell^*(v) = \kappa \ell(v) \pm (1/\kappa) \ell^O(v) \).

Therefore, the approach described in the previous section can be used to compute upper bounds for the energy norm of \( z^\pm = \kappa u \pm (1/\kappa) \psi \in \mathbf{V} \). These can then be used in expression (9) to yield computable expressions for the upper and lower bounds for \( s \).

First, we compute approximations \( u_h, \psi_h \in \mathbf{V} \) by solving,

\[
a(u_h, v) = \ell(v) \quad \forall v \in \mathbf{V}^h,
\]

\[
a(v, \psi_h) = \ell^O(v) \quad \forall v \in \mathbf{V}^h,
\]

respectively, and set \( z_h^\pm = \kappa u_h \pm (1/\kappa) \psi_h \). Here, we assume that \( u^D \) and \( u^O \) are piecewise polynomial over the elements of the working triangulation.

Second, using the strategy described in [9], compute Lagrange multipliers by equilibrating the primal and dual problems, namely, find \( \lambda_h^u \) and \( \lambda_h^\psi \), such that,

\[
b(\hat{v}, \lambda_h^u) = a(u_h, \hat{v}) - \ell(\hat{v}) \quad \forall \hat{v} \in \mathbf{V}^h,
\]

\[
b(\hat{v}, \lambda_h^\psi) = a(\hat{v}, \psi_h) - \ell^O(\hat{v}) \quad \forall \hat{v} \in \mathbf{V}^h.
\]

Extend \( \lambda_h^u \) and \( \lambda_h^\psi \) at the Neumann boundaries according to \( \lambda_h^u|_{\Gamma_N} = g \) and \( \lambda_h^\psi|_{\Gamma_N} = g^O \), respectively. Finally, set \( \lambda_h^\pm = \kappa \lambda_h^u \pm (1/\kappa) \lambda_h^\psi \).

Third, for each element in the mesh, we determine an equilibrated stress field \( \sigma_k^\pm \) verifying the equivalent of equation (23). That is, we compute \( \sigma_k^u \) and \( \sigma_k^\psi \) such that

\[
\int_{\Omega_k} \sigma_k^u : \varepsilon(v) \, d\Omega = \int_{\Omega_k} f \cdot v \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda_h^u \cdot v \, d\Gamma \quad \forall v \in \mathbf{V}_k,
\]

\[
\int_{\Omega_k} \sigma_k^\psi : \varepsilon(v) \, d\Omega = \int_{\Omega_k} f^O \cdot v \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda_h^\psi \cdot v \, d\Gamma \quad \forall v \in \mathbf{V}_k,
\]

and set \( \sigma_k^\pm = \kappa(\sigma_k^u - \sigma_k^D) \pm (1/\kappa)(\sigma_k^\psi - \sigma_k^O) \), where \( \sigma_k^D = \sigma(u^D)|_{\Omega_k} \) and \( \sigma_k^O = \sigma(u^O)|_{\Omega_k} \).
Finally, the upper bound is found as

$$\|z^\pm\|^2 \leq \sum_{k=1}^{n_{el}} J_k^c(\sigma_k^\pm) = \kappa^2 \nu^u + \frac{1}{\kappa^2} \nu^\psi \pm 2 \nu^{u\psi} \equiv \|z^\pm\|^2_{\text{UB}}, \quad (25)$$

where

$$\nu^u = \sum_{k=1}^{n_{el}} J_k^c(\sigma_k^u - \sigma_k^D),$$

$$\nu^\psi = \sum_{k=1}^{n_{el}} J_k^c(\sigma_k^\psi - \sigma_k^O),$$

$$\nu^{u\psi} = \sum_{k=1}^{n_{el}} \int_{\Omega_k} (\sigma_k^u - \sigma(u^D)) : C^{-1} : (\sigma_k^\psi - \sigma(u^O)) \, d\Omega.$$

Introducing expression (25) into (9) leads, after some algebra, to the following expressions for the upper and lower bounds of $s$,

$$s^+ = \frac{1}{2} s_h + \frac{1}{2} \nu^{u\psi} + \frac{\kappa^2}{2} (\nu^u - \|u_h\|^2) + \frac{1}{4 \kappa^2} (\nu^\psi - \|\psi_h\|^2),$$

$$s^- = \frac{1}{2} s_h + \frac{1}{2} \nu^{u\psi} - \frac{\kappa^2}{2} (\nu^u - \|u_h\|^2) - \frac{1}{4 \kappa^2} (\nu^\psi - \|\psi_h\|^2),$$

where $s_h = \ell^O(u_h)$.

Following [11,12], the bounds are optimized with respect to the arbitrary parameter $\kappa$. The optimal value is given by $\kappa^2 = \left(\frac{\nu^\psi - \|\psi_h\|^2}{\nu^u - \|u_h\|^2}\right)$. The resulting procedure to determine the bounds for $s$ is summarized in the box of figure 2.

### 6 Adaptive mesh refinement

Once upper and lower bounds for the output quantity $s$ are computed, one can compute the bound average

$$s = \frac{1}{2} (s^+ + s^-) = \frac{1}{2} (s_h + \nu^{u\psi}) = s_h + \frac{1}{2} \nu^{ee},$$

where

$$\nu^{ee} = \sum_{k=1}^{n_{el}} \int_{\Omega_k} (\sigma_k^u - \sigma(u^D) - \sigma(u_h)) : C^{-1} : (\sigma_k^\psi - \sigma(u^O) - \sigma(\psi_h)) \, d\Omega,$$

and the bound gap

$$\Delta = s^+ - s^- = \sqrt{\nu^u - \|u_h\|^2} \sqrt{\nu^\psi - \|\psi_h\|^2}.$$
0.- Start from piecewise polynomial representations of $\mathbf{u}^D$ and $\mathbf{u}^O$.

1.- Compute $\mathbf{u}_h \in \mathbf{V}^h$ and $\psi_h \in \mathbf{V}^h$ such that,
\[
a(\mathbf{u}_h, \mathbf{v}) = \ell(\mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{V}^h
\]
\[
a(\mathbf{v}, \psi_h) = \ell^O(\mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{V}^h.
\]

2.- Compute $\lambda^u_h$ and $\lambda^\psi_h$ such that,
\[
b(\mathbf{v}, \lambda^u_h) = a(\mathbf{u}_h, \mathbf{v}) - \ell(\mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{V}^h,
\]
\[
b(\mathbf{v}, \lambda^\psi_h) = a(\mathbf{v}, \psi_h) - \ell^O(\mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{V}^h,
\]
and impose $\lambda^u_h|_{\Gamma} = g$ and $\lambda^\psi_h|_{\Gamma} = g^O$.

3.- For each element find $\sigma^u_k, \sigma^\psi_k \in \mathcal{S}_k$ verifying
\[
\int_{\Omega_k} \sigma_k^u : \varepsilon(\mathbf{v}) \, d\Omega = \int_{\Omega_k} \mathbf{f} \cdot \mathbf{v} \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda^u_k \cdot \mathbf{v} \, d\Gamma \quad \forall \mathbf{v} \in \mathbf{V}_k,
\]
\[
\int_{\Omega_k} \sigma_k^\psi : \varepsilon(\mathbf{v}) \, d\Omega = \int_{\Omega_k} \mathbf{f}^O \cdot \mathbf{v} \, d\Omega + \int_{\partial \Omega_k} \tau_k \lambda^\psi_k \cdot \mathbf{v} \, d\Gamma \quad \forall \mathbf{v} \in \mathbf{V}_k,
\]
and compute
\[
\nu^u_k = \int_{\Omega_k} (\sigma_k^u - \sigma(u^D)) : \mathbf{C}^{-1} : (\sigma_k^u - \sigma(u^D)) \, d\Omega,
\]
\[
\nu^\psi_k = \int_{\Omega_k} (\sigma_k^\psi - \sigma(u^O)) : \mathbf{C}^{-1} : (\sigma_k^\psi - \sigma(u^O)) \, d\Omega,
\]
\[
\nu^{u\psi}_k = \int_{\Omega_k} (\sigma_k^u - \sigma(u^D)) : \mathbf{C}^{-1} : (\sigma_k^\psi - \sigma(u^O)) \, d\Omega.
\]

4.- Compute the global quantities:
\[
\nu^u = \sum_{k=1}^{n_{el}} \nu^u_k, \quad \nu^\psi = \sum_{k=1}^{n_{el}} \nu^\psi_k, \quad \nu^{u\psi} = \sum_{k=1}^{n_{el}} \nu^{u\psi}_k.
\]

5.- Compute the bounds $s^-$ and $s^+$ for $s$ as
\[
s^- = \frac{1}{2} s_h + \frac{1}{2} \nu^{u\psi} - \frac{1}{2} \sqrt{\nu^u - \| \mathbf{u}_h \|^2} \sqrt{\nu^\psi - \| \psi_h \|^2},
\]
\[
s^+ = \frac{1}{2} s_h + \frac{1}{2} \nu^{u\psi} - \frac{1}{2} \sqrt{\nu^u - \| \mathbf{u}_h \|^2} \sqrt{\nu^\psi - \| \psi_h \|^2},
\]
where $s_h = \ell^O(\mathbf{u}_h).

\text{Fig. 2. Bounds for the output of interest } s$

The bound average $\overline{s}$ is a new estimate of the output $s$, where its error with respect to $s$ can be easily bounded since
\[
|s - \overline{s}| \leq \frac{1}{2} \Delta.
\]
If this error meets the desired requirements of accuracy the computation is concluded. On the other hand, if the level of precision does not meet the requirements a mesh adaptive procedure can be easily devised [13].

The bound gap can be written as,

$$\Delta = \sum_{k=1}^{n_{el}} \bar{\kappa}^2 \left( \nu_k^u - \| u_h \|_{k}^2 \right) + \frac{1}{2 \bar{\kappa}^2} \left( \nu_k^\psi - \| \psi_h \|_{k}^2 \right) = \sum_{k=1}^{n_{el}} \Delta_k,$$

where $\bar{\kappa}$ is the optimal value of the parameter $\kappa$ which optimizes the bounds. The above expression identifies the elemental contributions $\Delta_k$. These contributions can be shown to be always positive (since the complementary energy of an equilibrated stress field and the energy of an arbitrary displacement field, are upper and lower bounds to the energy of the exact solution, respectively) and can therefore be used as a local refinement indicator.

Then, given a target bound gap $\Delta_{tol}$, at each level of refinement, the elements with $\Delta_k \geq (\Delta_{tol}/n_{el})$ are refined. This strategy leads to a robust and reliable procedure to achieve the desired accuracy. The refined meshes are obtained using the mesh generator presented in [17].

7 Numerical Examples

The presented method is illustrated with two numerical examples: a linearly forced square which has a regular solution for which an analytical expression exists, and a square plate with two interior rectangular cut-outs, the solution of which, has corner singularities. The outputs of interest are in both cases displacements and reaction forces integrated over parts of the boundary. Linear finite elements approximations have been used for the adjoint and the hybrid fluxes have also been interpolated linearly over each edge. The equilibrated stress fields in the dual problem are also taken to be linearly varying in space.

The coarse mesh problems are solved using triangular linear finite elements, and the local equilibrated stress fields are taken to be piecewise linear in each triangle of the mesh. Four estimates of $s$ are considered: the upper and lower bounds ($s^+$ and $s^-$, respectively), their average, $\bar{s} = (s^+ + s^-)/2$, and also the output given by the finite element approximation, denoted by $s_h = \ell^O(u_h)$.

In the first example the analytical solution of the problem is known and the quality of the different estimates is measured with the following effectivity indices $\rho^+ = (s^+ / s) - 1$, $\rho = (\bar{s} / s) - 1$, and $\rho_h = (s_h / s) - 1$. Another measure
of the accuracy of the bounds is given by the relative half bound gap,

$$\rho_G = \frac{1}{2} \frac{s^+ - s^-}{|s|} \geq 0.$$  

Since $s^+$ and $s^-$ are upper and lower bounds of $s$, the index $\rho_G$ is an upper bound of the relative error between the approximation $s$ and the exact output $s$, that is,

$$\frac{|s - s|}{|s|} \leq \rho_G.$$  

In the second example, where the analytical solution is not known, the bound accuracy is measured in terms of the relative half bound gap, $\rho_G$, which is re-defined as,

$$\rho_G = \frac{1}{2} \frac{s^+ - s^-}{|s|},$$

where the exact output is replaced by the average estimate.

7.1 Linearly forced square

The plane stress elasticity equations are considered in the unity square $[0, 1]^2$. On the left edge of the square, $x_1 = 0$, Dirichlet homogeneous boundary conditions are imposed in the $x_2$ direction, and in the left-lower corner, $(0, 0)$, both the $x_1$ and $x_2$ displacements are prescribed to zero. Also, a linear normal traction, $g = (x_2, 0)^T$, is applied at the right edge, $x_1 = 1$.

The analytical solution of the problem $u = (u_1, u_2)$, is given by

$$u_1(x_1, x_2) = \frac{1}{E} x_1 x_2, \quad u_2(x_1, x_2) = -\frac{1}{2E} (\nu x_2^2 + x_1^2),$$

where $E$ and $\nu$ are the Young’s modulus and the Poisson’s ratio.

The output considered is the weighted average normal displacement at the right edge,

$$s = \int_0^1 x_2 u_1(1, x_2) \, dx_2 = \frac{1}{3E}.$$  

It turns out that for this particular forcing and output, the primal and adjoint problems are the same. For this case, called compliance, the output is proportional to the energy norm of the solution and the finite element approximation directly provides a lower bound. The numerical results demonstrate that our method, while more expensive, leads to the same lower bound, doing no worse than the inherent bound of the finite element approximation.

Four uniform triangular meshes have been considered, the initial one with 18 elements ($h = 1/3$). The other meshes are obtained by uniformly subdividing
Table 1

| Bound and effectivity indices in a series of uniformly refined meshes |
|---|---|---|---|---|---|---|---|
| $h$ | $s_h$ | $s^-$ | $s^+$ | $s$ | $\rho^-$ | $\rho^+$ | $\rho$ | $\rho_G$ |
| 1/3 | .3124 | .3124 | .5621 | .4372 | .0627 | .6862 | .3117 | .3745 |
| 1/6 | .3264 | .3264 | .4370 | .3817 | .0207 | .3108 | .1450 | .1658 |
| 1/12 | .3314 | .3314 | .3653 | .3484 | .0057 | .0959 | .0451 | .0508 |
| 1/24 | .3328 | .3328 | .3419 | .3374 | .0014 | .0256 | .0120 | .0136 |
| 1/48 | .3332 | .3332 | .3355 | .3344 | .0003 | .0065 | .0030 | .0034 |

each element of the previous mesh into 4 new elements. The results for $E = 1$ and $\nu = 0.3$ are summarized in the table 1.

Fig. 3. Computed bounds for a uniform $h$-refinement process (left) and its convergence (right)

Figure 3 displays the results graphically and also illustrates the convergence rate of the bounds. The results for both the upper and lower bounds, average, and relative half bound gap, $\rho_G$, asymptotically approach the finite element convergence rate of $O(h^2)$.

### 7.2 Square plate

A square thin plate with two rectangular holes is considered. Normal tractions are applied on the left and right sides of the plate [13]. Since the problem is symmetric, only one fourth of the plate is considered, as shown in figure 4.

Two outputs of interest are considered: the average normal displacement over the boundary $\Gamma_0$, and the integrated normal component of the traction in $\Gamma_1$, that is,

\[
\ell_0^C(v) = \int_{\Gamma_0} v \cdot n \, d\Gamma, \quad \ell_1^C(v) = \int_{\Gamma_1} n \cdot \sigma(v) \cdot n \, d\Gamma.
\]
Remark 4 The first output is already in the form of equation (1) with \( g^O = n|_{\Gamma_0} \) and \( g^O = 0 \) elsewhere. The second output, on the other hand, does not have the same form. In order to transform this output into the form (1) considered here, we introduce a continuous function \( \chi \) such that \( \chi|_{\Gamma_1} = 1 \) and is equal to zero at all the other vertical boundaries. Then, if \( \mathbf{n}^1 = \mathbf{n}|_{\Gamma_1} \), we have

\[
 s = \ell_1^O(u) = \int_{\Gamma_1} \mathbf{n} \cdot \sigma(u) \cdot \mathbf{n} \, d\Gamma = a(u, \chi \mathbf{n}^1) =: \tilde{\ell}_1^O(u),
\]

and instead of working with the functional \( \ell_1^O(\cdot) \), we work with \( \tilde{\ell}_1^O(\cdot) \). This is much easier since this corresponds to \( u^O = -\chi \mathbf{n}^1 \) in equation (1).

Figure 5 and table 2 show the bounds obtained in this example. A nested sequence of meshes is considered. The initial mesh \( (h_{ini}) \) is shown in figure 4, and the refined meshes are obtained, as in the first example, dividing each element into 4 new ones. The function \( \chi \) required in \( \ell_1^O(\cdot) \), is defined on the initial mesh by setting all the nodal values equal to zero except for those nodes on \( \Gamma_1 \) which are given a value of unity.

Unlike the first example, the outputs in (26) are general and the finite element approximation can no longer be guaranteed to provide a lower bound. This example shows that the bounds behave well even for problems with singularities. However, it is also observed that the convergence rate for the bounds, the finite element approximation \( s_h \) and the bound average, is no longer \( \mathcal{O}(h^2) \), although it is still faster than linear.

For the reaction output, \( \ell_1^O(u) \), an adaptive procedure has been employed starting with the mesh shown in figure (4) where the bound gap \( \Delta_{ini} \) is 0.1075, and two target bound gaps have been considered \( \Delta_{tol} = \frac{1}{2} \Delta_{ini} \) and \( \Delta_{tol} = \frac{1}{10} \Delta_{ini} \).

In order to achieve \( \Delta_{tol} = \frac{1}{2} \Delta_{ini} \) four new meshes are generated, where the bound gap for the last mesh is \( \Delta_f = 0.0471 \). The resulting sequence of meshes
Table 2
Example 2: bounds and relative bound gap in a series of uniformly refined $h$-meshes both for $\ell_0^O(u)$ and $\ell_1^O(u)$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$s_h$</th>
<th>$s^-$</th>
<th>$s^+$</th>
<th>$s$</th>
<th>$\rho_G$</th>
<th>$s_h$</th>
<th>$s^-$</th>
<th>$s^+$</th>
<th>$s$</th>
<th>$\rho_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{ini}$</td>
<td>.4060</td>
<td>.3794</td>
<td>.5297</td>
<td>.4546</td>
<td>.1654</td>
<td>-.3199</td>
<td>-.3696</td>
<td>-.2621</td>
<td>-.3158</td>
<td>.1702</td>
</tr>
<tr>
<td>$1/2h_{ini}$</td>
<td>.4163</td>
<td>.4061</td>
<td>.4706</td>
<td>.4384</td>
<td>.0736</td>
<td>-.3203</td>
<td>-.3438</td>
<td>-.2982</td>
<td>-.3210</td>
<td>.0710</td>
</tr>
<tr>
<td>$1/4h_{ini}$</td>
<td>.4207</td>
<td>.4172</td>
<td>.4423</td>
<td>.4298</td>
<td>.0292</td>
<td>-.3211</td>
<td>-.3318</td>
<td>-.3133</td>
<td>-.3225</td>
<td>.0286</td>
</tr>
<tr>
<td>$1/8h_{ini}$</td>
<td>.4224</td>
<td>.4213</td>
<td>.4309</td>
<td>.4261</td>
<td>.0113</td>
<td>-.3217</td>
<td>-.3265</td>
<td>-.3189</td>
<td>-.3227</td>
<td>.0118</td>
</tr>
</tbody>
</table>

The values of the bounds for the adaptive procedure with the desired final gap $\Delta_{tot} = \frac{1}{10} \Delta_{ini}$ are shown in table 3.

---

Fig. 5. Bounds convergence for a uniform $h$-refinement (up) and for the displacement output $\ell_0^O(u)$ (left) and for the reaction output $\ell_1^O(u)$ (right)
Fig. 6. Example 2: sequence of adapted meshes for the output $\ell_1^O(u)$ with desired final gap $\Delta_{\text{tol}} = \frac{1}{2} \Delta_{\text{ini}}$ with $n_{\text{el}} = 108, 165, 280, 405$ and $538$

<table>
<thead>
<tr>
<th>$n_{\text{el}}$</th>
<th>$\Delta$</th>
<th>$s_l$</th>
<th>$s_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>108</td>
<td>.10749</td>
<td>-.36957</td>
<td>-.26208</td>
</tr>
<tr>
<td>222</td>
<td>.18215</td>
<td>-.38940</td>
<td>-.20725</td>
</tr>
<tr>
<td>433</td>
<td>.12171</td>
<td>-.36880</td>
<td>-.24709</td>
</tr>
<tr>
<td>811</td>
<td>.07199</td>
<td>-.35089</td>
<td>-.27891</td>
</tr>
<tr>
<td>1387</td>
<td>.03755</td>
<td>-.33750</td>
<td>-.29995</td>
</tr>
<tr>
<td>1966</td>
<td>.02428</td>
<td>-.33392</td>
<td>-.30964</td>
</tr>
<tr>
<td>2532</td>
<td>.01574</td>
<td>-.32922</td>
<td>-.31348</td>
</tr>
<tr>
<td>3069</td>
<td>.01172</td>
<td>-.32826</td>
<td>-.31654</td>
</tr>
<tr>
<td>3564</td>
<td>.00834</td>
<td>-.32627</td>
<td>-.31793</td>
</tr>
</tbody>
</table>

Table 3
Example 2: bounds in a series of adaptively $h$-refined meshes both for $\ell_1^O(u)$ with desired final gap $\Delta_{\text{tol}} = \frac{1}{10} \Delta_{\text{ini}}$
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Appendix

A Proof of Theorem 1

In this appendix we present a constructive proof of Theorem 1 which shows the existence of piecewise polynomial equilibrated stress fields. Towards this end some preliminary notation and results are required (see [4] for details).

Lemma 1 Given a triangle $T$, consider the following interpolation spaces

$$SP_q(T) = \{\text{stress fields with } \sigma_{xx}, \sigma_{xy}, \sigma_{yy} \in P_q(T)\},$$

$$R_q^c(\partial T) = \{g \in [R_q(\partial T)]^2, \text{ s.t. } \exists \sigma \in SP_q(T), \sigma \cdot n = g \text{ on } \partial T\},$$

$$\Phi_q(T) = \{\varsigma_q \in SP_q(T), \nabla \cdot \varsigma_q = 0, \varsigma_q \cdot n|_{\partial T} = 0\},$$

$$P_{q,sm} = P_{sm} \cap [P_q(T)]^2,$$

and $P_{q,sm}^\perp$ be the orthogonal complement of $P_{q,sm}$ with respect to the standard scalar product in $[P_q(T)]^2$, that is, every $p \in [P_q(T)]^2$ can be written uniquely as $p = p_{sm} + p^\perp$, with $p_{sm} \in P_{q,sm}$ and $p^\perp \in P_{q,sm}^\perp$.

Then, for $q \geq 1$, and for any $\sigma \in SP_q(T)$ the following relations imply $\sigma = 0$:

$$\int_{\partial T} (\sigma \cdot n) \cdot p_q \, d\Gamma = 0 \quad \forall p_q \in R_q^c(\partial T), \quad (A.1)$$

$$\int_T \sigma : \varepsilon(p_{q-1}) \, d\Omega = 0 \quad \forall p_{q-1} \in P_{q-1,sm}^\perp, \quad (A.2)$$

$$\int_T \sigma : \mathbb{C}^{-1} : \varsigma_q \, d\Omega = 0 \quad \forall \varsigma_q \in \Phi_q(T), \quad (A.3)$$

PROOF. First let’s check that equations (A.1) and (A.2) imply that $\sigma \in \Phi_q(T)$. Indeed, on one hand, since $\sigma \cdot n|_{\partial T} \in R_q^c(\partial T)$, from equation (A.1), $\int_{\partial T} (\sigma \cdot n)^2 \, d\Gamma = 0$, which implies that $\sigma \cdot n = 0$ in $\partial T$. On the other hand, the following integration by parts:

$$\int_T (\nabla \cdot \sigma) \cdot (\nabla \cdot \sigma) \, d\Omega = \int_{\partial T} (\sigma \cdot n) \cdot (\nabla \cdot \sigma) \, d\Gamma - \int_T \sigma : \varepsilon(\nabla \cdot \sigma) \, d\Omega,$$

plus the fact that $\varepsilon(p_{sm}) = 0$ for $p \in P_{sm}$, leads to

$$\int_T (\nabla \cdot \sigma) \cdot (\nabla \cdot \sigma) \, d\Omega = \int_T \sigma : \varepsilon(\nabla \cdot \sigma - \pi_{sm}(\nabla \cdot \sigma)) \, d\Omega,$$
where $\pi_{sm}(\cdot)$ is the projection operator from $[P_{q-1}(T)]^2$ onto the space $P_{q-1, sm}$. Then, since $\nabla \cdot \sigma - \pi_{sm}(\nabla \cdot \sigma) \in P_{q-1, sm}^\perp$, equation (A.2) implies

$$\int_T (\nabla \cdot \sigma) \cdot (\nabla \cdot \sigma) \, d\Omega = 0 \implies \nabla \cdot \sigma = 0 \text{ in } \Omega,$$

which shows that (A.1) and (A.2) imply that $\sigma \in \Phi_q(T)$. Finally, using equation (A.3),

$$\int_T \sigma : C^{-1} : \sigma \, d\Omega = 0 \implies \sigma = 0,$$

which ends the proof. □

**Lemma 2** Let $\{p^i_q\}_{i=1,...,I}$, $\{p^j_{q-1}\}_{j=1,...,J}$ and $\{\varsigma^l_q\}_{l=1,...,L}$ denote the elements of a basis of $R^c_q(\partial T)$, $P_{q-1, sm}^\perp$ and $\Phi_q(T)$ respectively, where $I$, $J$ and $L$ simply denote the dimensions of each space. Then, any $\sigma \in SP_q(T)$ is uniquely determined by the following degrees of freedom:

$$\int_{\partial T} (\sigma \cdot n) \cdot p^i_q \, d\Gamma, \quad i \in I,$$

$$\int_T \sigma : \varepsilon(p^j_{q-1}) \, d\Omega, \quad j \in J,$$

$$\int_T \sigma : C^{-1} : \varsigma^l_q \, d\Omega, \quad l \in L.$$

**PROOF.** Lemma 1 states that any stress field $\sigma \in SP_q(T)$ can be described giving the values of the previous degrees of freedom. However, this description it is not necessary unique, that is, different values of the previous degrees of freedom can yield the same stress field. In order to see that this description is unique, it is sufficient to see that the number of degrees of freedom coincides with the dimension of $SP_q(T)$, where $\dim(SP_q(T)) = \frac{3}{2}(q + 1)(q + 2)$.

Let’s consider first the case $q > 1$. It is clear that $\dim(R^c_q(\partial T)) = 6(q + 1) - 3$. Now, a basis of $[P_{q-1}(T)]^2$, determined by $q(q + 1)$ elements, defines only $q(q + 1) - 3$ degrees of freedom of the form $\int_T \sigma : \varepsilon(t_{q-1}) \, d\Omega$, since $\varepsilon(t_x) = \varepsilon(t_y) = \varepsilon(r) = 0$, for $t_x$, $t_y$ and $r$ the three rigid solid body motions, that is,

$$\dim(P_{q-1, sm}) = q(q + 1) - 3 \text{ since } \dim(P_{q-1, sm}) = \dim(P_{sm}) = 3.$$

Then, the only remaining part is to determine the dimension of $\Phi_q(T)$. Any $\varsigma \in \Phi_q(T)$ can be rewritten as $\varsigma_{xx} = \partial^2 b/\partial x^2$, $\varsigma_{yy} = \partial^2 b/\partial y^2$, $\varsigma_{xy} = \varsigma_{yx} = -\partial^2 b/\partial x \partial y$, where $b \in b_T^2 P_{q-4}(T)$ for $b_T$ the cubic bubble function on $T$ vanishing on $\partial T$ and achieving a maximum value of unity on $T$, see [2]. Therefore,

$$\dim(\Phi_q(T)) = \dim(P_{q-4}(T)) = \frac{1}{2}(q - 2)(q - 3).$$
Finally, it is trivial to check that:

\[
\frac{3}{2}(q+1)(q+2) = 6(q+1) - 3 + q(q+1) - 3 + \frac{1}{2}(q-2)(q-3). 
\]

For the particular case \( q = 1 \), \([P_0(T)]^2 = < t_x, t_y >\), and equations \( f_T \sigma : \varepsilon(p_0) \mathrm{d}\Omega = 0 \) do not characterize any degree of freedom. Moreover, in this case \( \dim(\Phi_1(T)) = 0 \). Then the 9 boundary degrees of freedom \( R_1^c(\partial T) \) determine uniquely the linear stress field in the triangle.

We can now proceed directly with the proof of Theorem 1. We will assume that the initial element \( \Omega_k \) is a triangle, but the strategy can be easily extended to quadrilateral elements. In order to find \( \sigma_k \), the initial triangle is divided into three new triangles, \( \Omega_k = T_1 \cup T_2 \cup T_3 \) by adding a point in the triangle centroid, as indicated in figure (A.1).

![Fig. A.1. Local subdivision of an element \( \Omega_k \) into the triangles \( T_1, T_2 \) and \( T_3 \)](image)

Let, \( \sigma_\lambda \) be a stress field in \( \Omega_k \), where \( \sigma_\lambda|_{T_i} \in SP_q(T_i), i = 1, 2, 3 \), that is, \( \sigma_\lambda \) is a polynomial stress field of degree \( q \) in each subtriangle, such that, \( \sigma_\lambda|_{\partial T} = \tau_k \lambda_k \), and with continuous normal tractions at the internal edges of the partition \( (\delta_{ij} = T_i \cap T_j, i,j = 1 \ldots 3) \).

Then, setting \( \sigma_k = \sigma_\lambda + \sigma_0 \), the initial problem reduces to finding a piecewise polynomial stress field \( \sigma_0 \) verifying:

\[
\int_{\Omega_k} \sigma_0 : \varepsilon(v) \mathrm{d}\Omega = \int_{\Omega_k} (f^* + \nabla \cdot \sigma_\lambda) \cdot v \mathrm{d}\Omega \quad \forall v \in \mathbf{V}_k. \quad (A.4)
\]
Let $\sigma_0$ be a piecewise polynomial stress field, where in each triangle $T_i$, the stress field $\sigma_0^i = \sigma_0|_{T_i}$ is assumed to be polynomial of degree $q$ in each component, that is, $\sigma_0^i \in SP_q(T_i)$.

Then, $\sigma_0$ is uniquely determined by the degrees of freedom characterized in Lemma 2. First, there are the $18(q + 1) - 9$ degrees of freedom determining the value of $\sigma_0$ at the edges of $\Omega_k$ and at the internal edges, namely

$$\int_{\partial T_i} (\sigma_0^i \cdot n) \cdot p \, d\Gamma \quad \forall p \in R_q^i(\partial T_i), i = 1 \ldots 3.$$  \hspace{1cm} (A.5)

Second, we have the degrees of freedom related to the divergence of $\sigma_0$, that is

$$\int_{T_i} \sigma_0^i : \varepsilon(p) \, d\Omega \quad \forall p \in P_{q-1, sm}(T_i), i = 1 \ldots 3.$$  \hspace{1cm} (A.6)

And finally, the degrees of freedom associated to $\Phi_q(T_i), i = 1, 2, 3$, which can be set arbitrarily.

The proof ends with the construction of $\sigma_0$ that verifies (A.4). This construction also follows the classification of Lemma 2: (i) the boundary degrees of freedom, (ii) the divergence ones and (iii) the related to $\Phi_q(T_i)$, which are not detailed because they are arbitrary.

(i) The $18(q + 1) - 9$ boundary degrees of freedom are determined in two steps. First, the $12(q + 1)$ constraints to enforce compatibility are imposed

$$\int_{\gamma_i} (\sigma_0^i \cdot n) \cdot p \, d\Gamma = 0 \quad \forall p \in [R_q(\gamma_i)]^2, i = 1 \ldots 3,$$  \hspace{1cm} (A.5)

where $\gamma_i = \partial T_i \cap \partial T$, and

$$\int_{\delta_{ij}} (\sigma_0^i \cdot n) \cdot p \, d\Gamma = \int_{\delta_{ij}} (\sigma_0^j \cdot n) \cdot p \, d\Gamma \quad \forall p \in [R_q(\delta_{ij})]^2, i, j = 1 \ldots 3, i < j.$$(A.6)

Then, the $6q - 3$ remainder degrees of freedom are used to impose the following additional constraints,

$$\int_{\partial T_i} (\sigma_0^i \cdot n) \cdot v \, d\Omega = - \int_{T_i} (f^* + \nabla \cdot \sigma_\lambda) \cdot v \, d\Omega \quad \forall v \in P_{q-1, sm}(T_i), i = 1 \ldots 3.$$  \hspace{1cm} (A.7)

It is important to note that since $\lambda_h$ and $f^*$ verify equation (22), some of the previous equations are redundant. For $q > 1$, equation (A.7) represents 9 constraints but only 6 degrees of freedom are required to impose them because equation (22) is scalar and $\dim(P_{sm}) = 3$. In the case $q = 1$, equation (A.7) represents 6 constraints but only 3 of them are independent for the same reason. Note that for $q = 1$, the boundary degrees of freedom are uniquely determined, while for $q > 1$, there are $6q - 9$ degrees of freedom left associated to the internal boundaries which can be set arbitrarily.
(ii) Once the boundary degrees of freedom are fixed, we impose those related to the divergence of \( \mathbf{\sigma}_0 \), namely
\[
\int_{T_i} \mathbf{\sigma}_0^i : \mathbf{\varepsilon}(\mathbf{p}) \, d\Omega = \int_{T_i} (\mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda) \cdot \mathbf{p} \, d\Omega + \int_{\partial T_i} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{p} \, d\Gamma, \tag{A.8}
\]
for all \( \mathbf{p} \in P_{q-1, sm}(T_i)^1, i = 1 \ldots 3 \).

Once (A.7) and in (A.8) have been imposed, \( \mathbf{\sigma}_0 \) verifies
\[
\int_{T_i} \mathbf{\sigma}_0^i : \mathbf{\varepsilon}(\mathbf{p}) \, d\Omega = \int_{T_i} (\mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda) \cdot \mathbf{p} \, d\Omega + \int_{\partial T_i} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{p} \, d\Gamma, \tag{A.9}
\]
for all \( \mathbf{p} \in [P_{q-1}(T_i)]^2, i = 1 \ldots 3 \).

To conclude the proof it only remains to show that the stress field \( \mathbf{\sigma}_0 \) indeed verifies (A.4). On one hand, a simple integration by parts shows that equation (A.9) is equivalent to
\[
\int_{T_i} (\nabla \cdot \mathbf{\sigma}_0^i - (\mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda)) \cdot \mathbf{p} \, d\Omega = 0 \quad \forall \mathbf{p} \in [P_{q-1}(T_i)]^2, i = 1 \ldots 3. \tag{A.10}
\]
Since \( \nabla \cdot \mathbf{\sigma}_0^i, \mathbf{f}^* \) and \( \nabla \cdot \mathbf{\sigma}_\lambda \in [P_{q-1}(T_i)]^2 \), we have \( \nabla \cdot \mathbf{\sigma}_0^i = \mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda \), and thus equations (A.9) and (A.10) hold not only for \( \mathbf{p} \in [P_{q-1}(T_i)]^2 \) but for \( \mathbf{p} \in [H^1(T_i)]^2 \). One the other hand, using a similar reasoning, we have that \( \mathbf{\sigma}_0^i \in SP_q(T_i) \) and equations (A.5), (A.6) give \( \mathbf{\sigma}_0^i \cdot \mathbf{n}\big|_{\gamma_i} = 0, i = 1 \ldots 3 \) and \( (\mathbf{\sigma}_0^i - \mathbf{\sigma}_0^j) \cdot \mathbf{n}\big|_{\delta_{ij}} = 0, i, j = 1 \ldots 3, i < j \). Thus,
\[
\int_{\gamma_i} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{p} \, d\Gamma = 0 \quad \forall \mathbf{p} \in [R_q(\gamma_i)]^2, i = 1 \ldots 3, \tag{A.11}
\]
where \( \gamma_i = \partial T_i \cap \partial T \), and
\[
\int_{\delta_{ij}} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{p} \, d\Gamma = \int_{\delta_{ij}} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{p} \, d\Gamma \quad \forall \mathbf{p} \in [R_q(\delta_{ij})]^2, i, j = 1 \ldots 3, i < j \tag{A.12}
\]
hold, not only for \( \mathbf{p} \in [R_q^c(\gamma_i)]^2 \) and \( \mathbf{p} \in [R_q^c(\delta_{ij})]^2 \), but for \( \mathbf{p} \in [H^2(\gamma_i)]^2 \) and \( \mathbf{p} \in [H^2(\delta_{ij})]^2 \) respectively. Finally, for any \( \mathbf{v} \in \mathbf{V}_k = [H^1(T)]^2 \) using the infinite dimensional versions of equations (A.5), (A.6) and (A.9), and the fact that \( \mathbf{v} \) is continuous on \( \delta_{ij} \),
\[
\int_{T} \mathbf{\sigma}_0 : \mathbf{\varepsilon}(\mathbf{v}) \, d\Omega = \sum_{i=1}^{3} \int_{T_i} \mathbf{\sigma}_0^i : \mathbf{\varepsilon}(\mathbf{v}) \, d\Omega = \\
= \int_{T} (\mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda) \cdot \mathbf{v} \, d\Omega + \sum_{i=1}^{3} \int_{\partial T_i} (\mathbf{\sigma}_0^i \cdot \mathbf{n}) \cdot \mathbf{v} \, d\Gamma \\
= \int_{T} (\mathbf{f}^* + \nabla \cdot \mathbf{\sigma}_\lambda) \cdot \mathbf{v} \, d\Omega
\]
\[\text{29}\]
ending the proof.
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